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Abstract

This investigation examined the use of a Local Area Network (LAN)
in the real~time environment of the Air Force Flight Dynamics Labora-
tory’s Flight Control Development Laboratory (FCDL) flight simulation
facility.

Using the requirements of the FCDL"s Manned Combat Station (MCS)
project as a guideline, a LAN based on the Ethermet protocol specifica-
tion was identified as suitable for use in the real-time flight simula-
tion facility. Both the architecture and the performance of the
Ethernet protocol were examined to make this conclusion. The selection
of the Intel 8258 Local Communications Controller chip (which defaults
to the Ethernet specification), the in-~house design and manufacture of a
Network Interface Board (NIB) using this chip, and the standard opera-
ting procedure of FCDL simulations allowed a software design to be
completed for the control of the NIB. The investigation is concluded
with a recommended course of action for the eventual implementation of

the proposed LAN and software design.
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DESIGN AND SPECIFICATION OF A LOCAL AREA NETWORK ARCHITECTURE

FOR USE IN REAL-TIME FLIGHT SIMULATION
I. Introduction

The Flight Control Development Laboratory (FCDL) is a research and
development aircraft simulation facility supporting the Flight Control
Division of the USAF Flight Dynamics Laboratory. Within the FCDL, a
need exists to continually update and improve the simulation facility.
This includes the enhancement of both the simulation computational
equipment as well as the aircraft simulator cockpits and associated
hardware. In the past, when a new piece of equipment was installed in
the facility, a highly specialized, one-of-a-kind interface was
developed to link new equipment with existing equipment. Each new
peripheral would use an interface that was customized for that par-
ticular application. Often, these interfaces would be developed by
different vendors with different design philosophies. The result has
been a collection of specialized interfaces that have proved to be very
expensive, difficult to maintain, ana often fail to meet desired trans-
fer rates.

The FCDL facility is planmning to install several new periphersal
processors in the facility. This installation is being accomplished by
in-house personnel. With this installation will come a new interfacing

concept that is proposed to be the FCDL standard for linking peripherals
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with the simulation computers. The proposed concept is the implementa-
tion of a Local Area Network (LAN) of simulation peripherals. The
distinguishing feature of the proposed LAN is its use for real-time
aircraft simul:tion.

The phrase “"real-time" needs additional explanation. Flight simu-
lations conducted in the FCDL are primarily rescarch and development
programs to investigate advanced flight technologies, with a man-in-the-~
loop to allow the man-machine interactions to be analyzed. These simu-
lations are achieved by wathematically modeling an aircraft on a hybrid
system for digital and analog computers, and are considered "real-time"
in that the sinulated aircraft states match those of the real aircraft
at any point in time for the same environmental and pilot input condi-
tions. Thus, the pilot cxperiences the illusion of actually flying the
aircraft being simulated. Since digital computers are used, the states
of the aircraft are computed once every cycle. This cycle time is
generally on the order of 25 milliseconds for siwmulations in the FCDL.
For a LAN to be considered "real-time", then, two or more computers must
be able to exchange information at least once every cycle time. As will
be shown in Chapter IV, real-time operation can be obtained with an
appropriate LAN.

Several factors have generated the need for the implementation of
this type of LAN. First, the number of expansion slots available in the
main simulation computers, Systems Engineering Laboratory (SEL)
32/7780"s, is limited. Only one more interface board cau be added to
each of the two computers and, without a LAN, this means each could

communicate with only one peripheral per expansion slot. With the
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lmplementation of a LAN, the main simulation computers can
communicate with many peripherals while using only one of these
expansion slots.

Second, 1t is becoming apparent that the FCDL simulation facility
will be required to interface its simulation computers to existing
peripherals in other branches of the Flight Control Division, Those
peripherals will have their own intelligent controllers and will be used
on a temporary basis for a particular simulation, then returned to the
appropriate branch. The use of a LAl allows for this temporary expan-
fion without developing entirely new interfaces to the SEL simulation
computers., The LAN pravides a standard protocol and technique for
communicating between the simulation computers and peripheral
controllers.

Third, the FCDL has an immediate need to interface the main simula-
tion computer to a new peripheral processor for the Manned Combat Station
(MCS) program. Part of the MCS program involves interfacing a micro-
processor controlled workstation to the main simulation computers.
Another portion of the program involves researching the use of distri-
buted microprocessor controllers for I/0 control of simulator cockpits.
For example, an individual cockpit controller would control cockpit
instrumentation and compute the aerodynamics model for a simulated
aircraft, while possibly interfacing real-time with one or more other
simulations attached to the network. To coordinate these simulations
and ro make the pilot of one simulation aware of another’s existence,
the state information of each must be transferred over the network to

the other. Other logical information, such as the state of the




megabit/second to make the transmission rates of the network components

somewhat compatible, and yet keep a low cost per node option viable.

The fourth protocol requirement above is necessary to make sure the
flexibility of the FCDL research facility remains intact. Data of
variable length and of variable type (real, integer, logical) can be
expected to be transferred. Furthermore, the order of data in a data
packet may change from simulation to simulation.

Finally, the fifth protocol requirement above is necessary in terms
of simulatiou fidelity, accuracy, and safety. An error in the data
transferred over a network in a real-time, man—in-the-loop flight simu-
lation could cause a discontinuity and, if the discontinuity is in a
motion command to a moving-base simulator, physical harm could result to
the pilot.

Furthermore, minimal operational requirements for use on the SEL
include:

1) Any data handler software developed in support of the
protocol design will be implemented in SEL Assembly language;

2) The protocol software will be accessible to the user
via a FORTRAN library function,

The first operational requirement above is necessary as there is no
Higher~Order-Level language available with which to either develop the
data handler software or run the software. Therefore, the data handler
must be written in SEL Assembly language.

The second operational requirement above will allow the user to
simply call upon the data handler as a function. Standardization and

ease of use were the primary motives for establishing this requirement,
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is available. In other words, transmissions can occur at unknown times
(at least during the first cycle) during a simulation cycle time because
the different stations will be accessing the network at random times,
dependent upon when each station requests network time.

The third protocol requirement above was specified after surveying
the data transfer rates of commercially available LAN"s, and determining
that the HS5D might be the slowest e¢lement in the data communications
chain. 7The HSD is advertised to have a maximum data rate of 834
kilowords/second, where a word is four bytes long to match the bus of
the SEL. In kecping with the intent of being able to interface any
processor to the network, with 16 bits being the most likely, a nominal
16 bits was selected 2s the design point. Therefore, the HSD would have

a maximum data rate of

(834 kilowords/second) (2 bytes/word) (8 bits/byte)

= 13.344 megabits/second (Mb/s) (N

with overhead not included. Including an assumed overhead factor of

1.5, this rate drops to 8.896 Mb/s. A 10 Mb/s Ethernmet system using 500
byte data packets (the size anticipated for use by the FCDL, discussed

in Chapter IV) has overhead reducing the transfer rate of usable data to
9.294 Mb/s (18 byte header, 8 byte preamble, and an interframe spacing of
9.6 microseconds). The survey (see Table I, Chapter III) indicated that
10 megabit/second systems were the most common, with 12 and 50
megabit/second systems available. The latter two, however, were not
attractive due to their high cost relative to the cost of some of the 10

megabit/second systems. The requirement wac thus placed at 10
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simulations. The user’s requirements for the network are subtly stated
in the above excerpt. More succinct statements of the requirements

follow, with some background explanation as to their origin.

RUPUPE: 70

Baseline Effort

The minimal requirements for the real-time LAN to be acceptable for

il

FCDL simulation research can be defined in two areas, namely protocol
and hardware. The minimization of LAN cost is also of concern as the

FCDL operates within a limited budget.

bl b

The protocol must have the following characteristics:

1) The data transfer must be conducted real-time to
maintain the integrity of the man-in-the-loop simulation;

2) Data transmission must be conducted asynchronously;

3) The data transfer rate (the bandwidth of the medium) 1
must be at least 10 megabits/second;

4) The protocol must be able to handle data in a
"freefield" format; that is, data of variable length and
of variable type;

aa

5) The protocol must have error detection capability and
appropriate methods to deal with an error.

£

The first protocol requirement above is obviously necessary for the
facility to continue real~time flight simulations. This requirement

places constraints on the amount of delay a data transmission can incur

_ W

over the network. Thus, the network chosen and designed must be able to

transfer all required data within the cycle time of the simulation.

The second protocol requirement above refers to the contention that :

the SEL, or any other processor, will not communicate directly with the :
)

network via handshaking mechanisms. Rather, the processor will request )
.

that data be transmitted, and the NIB will transmit it when the network é
15 1
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allows them to provide more computational power. This
use of a microprocessor to control the cockpit has been
coined a "smart cockpit'. In order to implement the
concept of a '"smart cockpit", a technique must be devel-
oped to communicate real-time between the simulation
computer and this microprocessor controller. This
conmunication link must be able to also communicate to
other intelligent devices that may be added to this
communications link at a future date. . .

PRI ST P

RPN

. « The network interface must be a real-time,
high-speed, bidirectional, digital~to-digital link
between the central simulation computer (a SEL 32/77) and
a microprocessor-based MCS cockpit controller. The
interface will allow the transfer of data between the two
systems in order to relieve the SEL of some of its compu-
tational load, and to supply the SEL with, for example,
the state of the MCS simuiation for relative aircraft 4
computations. An expansion of the interface to allow
more than one peripheral processor will be addressed
later in the project. i

)

CREe P

The network interface effort will be conducted
in two tasks, the second utilizing the results of the :
first. The primary task is to develop the protocol and 3
hardware on the SEL necessary to communicate with one
peripheral microprocessor real-time. The protocol must
have effort detection capability to assure integrity of
the simulation, with appropriate contingencies in
the event of an error. The mwinimum data transfer rate ]
must be 10 megabits/secoad. The hardware must be
designed such that communications with the peripheral
processor are possible over a maximum distance of 350
feet.

ol

B

e

The second task will address the issue of real-
time data communication with more than one peripheral
processor. This task will involve more testing than
designing as the protocol necessary will be anticipated
and included in the first task. The data transfer rate
and error detection requirements must be maintained. the
results of these tests will have a tremendous impact on
the design of future networked simulations,

A

The overall intent of the MCS project, then, is to first establish
a functioning LAN with two nodes in order to prove the concept of using
a LAN for real-time communications. The ultimate objective is to expand

the network to include additional nodes for more complex M-on-N

14
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I1. User Requirements for Network

The requirements of the real-time LAN for any user in the FCDL are
essentially the same as for the Manned Combat Station (MCS) project, and
are generally stated in the MCS’s requirements specification (Kirchoff
and others, 1983). As such, the network interface specification
described in this paper is an integral part of the MCS project, and must
be defined to assure proper data communications between the hardware and
the software of the integrated system.

The following is excerpted from the MCS requirements specification
to provide further understanding:

AFWAL/FIGD requires the immediate ability to simulate
l-on-1 piloted aircraft engagements, and will eventually
require M-on-N piloted aircraft engagements capability,
where M+N = 4, AFWAL/FIGD currently has the capability
to investigate in detail mest of the operations of total
mission analysis. These inveztigations currently usc an
adaptive computer target model for the experiment pilot
to "chase". The MCS is designed to replace this adaptive
computer model with a piloted target aircraft. This MCS
pilot will also be allowed to fully participate in the
simulation and not act as just a chase vehicle. However,
the MCS is not required to provide the simulation
fidelity that currently exists in the cockpits within the
Flight Control Development Laboratory. This reduction in
fidelity will allow the introduction of a "simulation
workstation”" which allows a pilot to "fly" a fighter type
aircraft without all cockpit instruments ad visual dis-
plays. Such a workstation has already been developed by
McDonnell Douglas at their St. Louis simulation facility.
This existing workstation, called a Manned Interactive
Combat Station (MICS), will be used as a reference for
the development of the AFWAL/FIGD Manned Combat
Station. . .

« « .The MCS will be designed to include a
microprocessor-based computer system to increase
flexibility to the workstation. The addition of computer
intelligence to the MCS cockpit provides the ability to
communicate from the simulation computers to the cockpit
at a high instruction level rather than a raw data level.
This offloads 1/0 from the simulation computers and

13
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the communications protocol and hardware to be considered for the FCDL
network. Chapter IV, through analytical studies, verifies that the
protocol and hardware chosen can meet real-time operating requirements.
Chapter V contains a brief description of the Intel 82586 network con-
troller chip, and presents an interface software design for the FCDL
network based on this chip and the Network Interface Board (NIB)
designed in-house by Lt. Richard Bemken of the organization AFWAL/FIGD
(the Control Synthesis Branch of the Flight Control Division, USAF

Flight Dynamics Laboratory). Control of the SEL 32/7780 HSD is also

briefly considered. Finally, Chapter VI presents a summary of this work

and contains a recommended course of action to be taken in following

efforts.
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the order of the transmitted data and assuring the destination is aware
of that order. The Application layer will obviously be necessary, and

will include tasks such as diagnostics.

Problem

The problem investigated in this study was to determine the hard-
ware necessary to implement a real-time network in the FCDL based on
FCDL requirements, analyze the expected performance of the network
hardware, and design the protocol software necessary to allow an intel-

ligent controller to obtain real-time communications on the network.

Scope

The hardware necessary to implement a real-time network for the
FCDL was determined. An analysis was conducted to estimate the delays
that would be incurred by using the proposed network, and the impact of
such delays on simulation operation. The design of the protocol soft-—
ware is based on the Intel 82586 Local Communications Controller chip
used on the NIB, and a suggested sequence of steps to be taken to
initialize and control the chip is included. Also, a brief review of the
High Speed Device Interface used with SEL 32/7780 is included for con-

sideration by the user of the SEL on the proposed network.

Sequence of Presentation

After an introduction to the goals of the FCDL and the need for a
Local Area Network are presented in Chapter I, Chapter II describes the
requirements defined by the FCDL that the metwork must meet. Chapter

I1I presents the results of a cost/capabilities study which determined

11
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Finally, the Application layer directly serves the communicating
end-user application process by providing the distributed information
service appropriate to the application and its management.

- Of the seven layers, the last four need to be considered for inclu-

Ei sion in software for the real-time application in the FCDL. The first

{ two layers (Physical and Data Link) of the seven are being implemented

E in hardwar. and firmware for at least one communications protocol by

E! several manufacturers (see Chapter III). Therefore, these layers can be

obtained off-the-shelf. The third (Network) and fourth (Transport)

——

layers are generally associated in their function of handling network

7

control, such as addressing and routing information through the network,

controlling errors, and accounting for services received. The most

T ey

important function provide by these layers is the confirmation of packet
w receipt, a critically important function for a real-time application

such as flight simulation. There must be assurances that a node on the

network is updated every cycle, or the validity of the simulation may be

in question. Note that, if a cyclic redundancy check (CRC) algorithm is
implemented in the data link layer, the two layers complement one
another by assuring that data is sent and that it is intact., The

Session layer, as it deals with virtual circuits and the like, is not

appropriate for the task at hand. The paths of communication between
any two devices on the network will be simply determined by a destina-
tion address in the data packet. No special set-up procedures are
anticipated. The Presentation layer will have to be considered ounly in
that different types of data are anticipated to be transferred (real,

° . integer, logical). The user will have the responsibility of managing

10
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‘ .
t} of the packet is passed up to the next layer for further examination as R
" required. z
{ | o .
[ A better understanding of the OSI model can be obtained with a :
g brief description of the function of each layer. The Physical layer i
X . . . . . ’
h describes the physical media over which a bit stream is to be trans- J
9

s mitted, and such specifics as cable type, signal levels, bit rate, i
S d
' etcetera. )
{

|

{i The Data Link layer describes the rules for transmitting on the d
.

physical media, such as information format, the media access method,
frame (information packet) transmission, and the media release

mechanism. The latter two layers have been implemented on silicon chips

L

for some popular protocols by several manufacturers, making the
networker’s job much easier (Burskyin, 1982: 80).

The Network layer governs the switching and routing of information

W, _

between networks.

The Transport layer handles services such as end-to-end acknow-

ledgements of successful message receptions, and other message integrity
functions (besides functions such as cyclic redundancy code, or CRC,

checks).

eS| 5N

The Session layer manages the requesting and deleting of virtual

circuit connection services provided by the transport layer.
The Presentation layer provides for any necessary translation,

format conversion, or code conversion to put the information into a

L. S

recognizable and useful form.
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essentially a direct memory access (DMA) device which attaches to the
SEL bus and controls 1/0 for the SEL 32/7780, thereby freeing the SEL
CPU for other tasks,

The final item required is the network protocol to perform communi-

cations quickly and efficiently. The software designed to implement the

G g

protocol should be generic enough to allow easy portability between host
computers, yet specific in its communication with the network interface. .

As a way of directing the rapid growth of LAN"s and their associated L
protocols, the International Standards Organization (ISO) drafted and the ]
American National Standards Institute (ANSI) adopted an Open Systems
Interconnection (0SI) reference model that now serves as a backbone for ‘
protocols within a network (Allan, 1982a: 107). As shown in Figure 3, ' ]
one layer interacts with another via a protocol in three ways: peer to ]
peer, where a layer communicates with the same layer of another node; i
service provider, where a lower layer provides a service to the next
higher layer of the same node; and service requester, where a higher
layer uses the services provided by the next lower layer of the same

node. Information is passed from peer-to-peer by attaching a header to

the beginning of the data packet that is to be transmitted (such as API,

or Application protocol Interface header, as shown in Figure 3). Each
layer tacks on its headér as the packet descends through the layers.

Each layer performs a service for the data packet based on control bits
set in the packet. Upon receipt of the packet at the destination node,

a8 similar process is performed in reverse order. Each layer examines

the packet area where it expects to find its header. Any remaining part

. . e . . . -
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Figure 2. Typical Trunk Rack A Patching 1

communications with the main simulation computers. The same is true for
other microcomputers procured to control additiomal peripheral equip-
ment, such as the terrain boards. i
Besides an intelligent controller, some interfacing hardware must
exist to physically connect the peripheral to the network. One of the

MCS program subtasks is to design, build, and test this network inter-

ol edendnedndmatone

face board, or NIB. The proposed design will operate with any parallel

I/0 interface under computer control. This generic approach allows one

NIB design to operate for all nodes of the network, The FCDL SEL

32/7780 computers to be connected to the LAN have the additional
requirement of using a SEL/Gould High Speed Device (HSD) intelligent

input /output (I/0) peripheral to interface with the NIB. The HSD is
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simulation itself (Initial Conditions, IC; Operate, OP; Hold, HOLD; or
Reset, RESET), must also be transferred. Should this use of distributed
controllers prove to erhance simulation capabilities, the FCDL could
expand the proposed LAN up to a dozen device controllers that would all
be linked to the simulation computers, Because of this potential, the
MCS program has chosen to develop a real-time communications LAN to link
the MCS cockpit to the simulation computers.

A significant advantage with using a LAN is the elimination of the
trunking stations (Trunk Racks A and B) that currently exist for the
analog interfacing of simulation computers to the various simulation
peripherals, including cockpits and terrain boards (Figure 1). A
trunking station connects the appropriate computer outputs to the
desired simulator inputs using patch panels and patch cords. Figure 2
is a picture of Trunk Rack A, indicating the complexity of the patching
currently required., With the full expansion of the proposed real-time
LAN, the cumbersome task of patching these panels, and the man-hours
wasted trying to find broken wires and bent pins in a patched panel, can
be avoided. Furthermore, the use of a LAN instead of trumnk racks will
minimize the distance analog signals must travel, and thereby minimize
the noise they pick up along the way.

While the metworking approach does provide good expansion potential
beyond current interfacing techniques, there are equipment requirements
that must be met before networking can satisfy FCDLs needs. To be con-
nected to the network, a peripheral must have a user programmable, intel-
ligent controller that communicates through a parallel I/0 interface.

For the case of the MCS, a microcomputer system will control all

LIPS SN 2P U T TS 2 -
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The hardware must have the following characteristics:

1) Any new hardware will not require modifications to the
existing SEL hardware;

2) The hardware must be able to interface with the
parallel 32-bit data format of the SEL;

3) The hardware must be able to transmit the digital data

over a 350 foot range with no errors caused by signal

distortion.

The first hardware requirement above was made to force the network
desigr to be generic and compatible with almost any system. The
requirement as stated is really incomplete, and should read that
no modifications are required to any system attached to the network,
The intent is to be able to attach to the network any system that
has a parallel port and some control lines.

The second hardware requirement above was made to assure the net-
work could transmit all 32 bits of a four byte SEL word if necessary,
even if the NIB interface was only 16 bits wide. The latter situation
would just require two transfers to get the whole word transmitted (with
the destination prepared to reassemble the two halves).

The third hardware requirement above was made based on an estimate
that the furthest separation of any two nodes on the network would be
350 feet, or approximately 117 yards, A more accurate measurement
revealed that 240 meters (787.4 feet, or 262.5 yards) is actually the
minimum required (see Chapter III, Figure 4). Therefore, the design
requirement stated in the MCS specification was too comservative. This

change, however, does not impact the final result of this analysis.

18
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Expanded Operation

Once the initial system LAN interface has been demonstrated, the
goal will be to connect additional peripheral processors. The upper
limit on the number of processors that could be connected to the network
is practically bound by the data transfer rate, the amount of data
transferred, and the amount of delay that can be tolerated in receiving
the data. As will be shown in Chapter IV, the anticipated full comple-
ment of processors that will be connected to the network, twelve, will

not significantly degrade response performance.

Summary

Using the MCS project as a guide, the user requirements for a real-
time LAN have been stated in terms of network protocol requirements,
hardware requirements, cperational requirements, and cost constraints,

A summary of the requirements stated in this chapter appear below.

The protocol must have the following characteristics:

1) The data transfer must be conducted real-.ime;

2) Data transmission must be conducted asynchronously;

3) The data transfer rate must be at least 10 Mb/s (over-
head not included);

4) The protocol must be able to handle "freefield"
formatted data;

5) The protocol must have error handling capability.
Operational requirements include:

1) The data handler sotware for the SEL will be in
Assembly language;

2) The protocol software will be accessible via a FORTRAN
library function,

19

PP g g

e V. N PR .

L. G

Ny




v

he ot

v

[l na g

-

[ . R SR ST 3 VL. W, S, S, SR LR . Y . S I T T T T T T e L U T |

A ' i 20 UL T M M A A it o S G Z A Bl A At St M A i it et S S et Mgt e Ak dmeos bve ade Sl s Jhatt Jiete Ste Sdh Bats

Hardware requirements include:

1) New hardware will not require modifications to exis-
ting SEL hardware;

2) The hardware must be able to interface with the
parallel 32-bit data format of the SEL;

3) The hardware must be able to transmit digital data
over a 240 meter range with no errors from signal distortion.

The selection of suitable network hardware to meet these require-

ments can now be made, and this topic is addressed in Chapter III,
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III. Selection of Network Hardware

Y Y ¥ ¥ v vy
4

e -h__‘ i

-

‘ This chapter presents the approach used to select the hardware
that would meet the requirements stated in Chapter II, Basically, a
Li survey was performed of available networks that advertised a maximum

data transfer rate (bandwidth of the media) of at least ten (10) mega-

PO Y S,

bits per second (Mb/s). Cost was next employed to narrow the choices,

which resulted in one particular LAN protocol, known as Ethernet, being
L‘ least expensive to implement per node. The suitability of this protocol *

or use in a real-time environment was examined first before further

pursuing its use. This chapter discusses its suitability on physical

operating characteristics, and Chapter IV discusses its operational *
performance. After determining it could be used based on physical ]
operating characteristics, the hardware necessary for its implementation ]
N

was selected. t
Networks Meeting Data Transfer Rate Requirement j
Table I below is a compilation of data (Allan, 1982: 92-93; !

Reagan, 1983: 4-121) which summarizes the local area networks available

as of late 1982 meeting the data rate requirement. The networks of

Table I represent a minority of the available networks providing data
communication. Most available networks operate at a data rate less than

ten Mb/s.

Least Costly Network

From Table I, it is obvious that there are many commercial net-
works available that meet the single requirement of ten Mb/s. However,

the cost for attaching a user to a network varies by greater

21
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TABLE 1

Networks 2 10 Mb/s
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Network Name Manufacturer Maximum Data Rate Cost/Node
DOMAIN Apollo Computer 12 Mb/s $75,000 +
Ethernet Xerox 10 " $250 - $1,000
HYPERbus Network Systems 10 " $2,150 - $6,950
HYPERchannel Network Systems 50 " $40,000

Net /One Ungerman-Bass 10 " $500 - $2,500
Planet Racal-Milgo 10 " $1,000

than two orders of magnitude, From available data, the Ethernet network
made by Xerox can be the least expensive at 250 dollars per connection,
while connecting to Apollo Computer’s DOMAIN network can cost in excess
of 75,000 dollars. As it was FCDL management’s intent to obtain this
network at minimum cost, an Ethernet-type of network sclution was

decided upon as worthy of further investigation.

Suitability of Ethernet

Ethernet is a local area network developed jointly by Digital
Equipment Corporation (DEC), Intel Corporation, and Xerox Corporation.
The Ethernet specification (Digital Equipment Corporation and others,
1980) was developed through collaboration of the three corporations, and
after several years of effort by Xerox on an earlier prototype Ethernet.
The suitability of Ethernet for a real-time communications application
such as for the MCS project can initially be determined by examining the

design parameters characterizing the physical connection of elements

22
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(microprocessors, terminals, etc.), or nodes, that make up the LAN. The
primary parameters are: transmission mode, topology, tramsmission
media, the class of elements to be interconnected, reliability, and, for
implementation as soon as possible, availability. Performance charac-
teristics, such as the delay a user might experience in the transfer of
a data packet using the Ethernet protocol, are considered in Chapter 1IV.

Transmission mode refers to the use of either digital or analog
signals on the network. The Ethernet is designed to transmit digital
signals, and this is suitable for the intent of the FCDL LAN, It is-
expected that there will be analog-to-digital (A/D) and digital-to-
analog (D/A) conversions necessary to conduct a flight simulation, but
thesc operations will be done outside of the LAN network environment.
For example, analog computers are presently used to model the flight
control systems of simulated aircraft, but these are interfaced to the
SEL 32/77°s via the Hyshare link as shown in Figure 1. This arrangement
will not change with the addition of a LAN. Also, hardware feedback
signals from simulation equipment are typically analog, but these will
be converted to digital by A/D converters at the equipment’s host compu-
ter prior to being transmitted over the network. Therefore, an all-
digital LAN meets requirements.

Topology of the network required in the FCDL is very important, as
the transfer of data for real-time flight simulations will be the
primary use. It is important that control of the simulation be distri-
buted, in that the failure of any one element should not adversely
effect the operation of other elements on the network. This constraint

eliminates a star network as there is typically a primary element that
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controls the operation of the whole metwork. Ring topologies are also
not desirable as the failure of one element would preclude the continua- -
tion of a data message around the ring. It is important that data flow T

continue after a failure so that the simulation can be terminated in a

controlled maunner. A double ring network would allow continued data
flow, but is accompanied by more complex hardware and protocol, and
thus, higher cost. This leaves the bus topology, which is the most
desirable as it is resistant to single-point failures (Framta and
Chlamtac, 1981: 13). Ethernet has a bus topology, namely a branching
non-rooted tree. This topology, as in other busses, allows the trans-
mission of messages away from the originating node in both directions,
and each other node can test message content as it passes by to deter-
mine if that node is the intended destination of a transmission. A
failure of a node on such a system would still allow the transmission of
messages between other nodes. The other nodes would become aware of the
failed node during a simulation by either a controlled notification from
the failed node, or the lack of transmissions from the failed node. In
either case, the simulation could be terminated in a controlled manner.
Ethernet uses coaxial cable as the transmission medium, as most

local networks do. Of the four most used media for amy type of network

(coaxial cable, radio, satellite, and fiber-optics), coaxial cable is
the most popular due to its moderate cost, high bandwidth, and low bit
error rate, typically between one bit in 107 and one bit in 1011 bits i
(Franta and Chlamtac, 1981: 21-22). The lowest possible error rate is
desirable for the real-time application. Furthermore, Ethernet uses

baseband signaling to place digital signals directly on the coaxial "

24




cable, with the capability of transmission over 1500 meters. This is 1
adequate for the use of Ethernet in the FCDL, as the length of cable
required for the entire facility is 240 meters. Finally, tapping into

the cable-based Ethernet network is as easy as connecting and disconnec-

-V

ting N-series connectors on a transceiver device, and this generally :
does not disturb other traffic on the network. Thus, if a simulator cab ?

on the network is down for maintenance, it can be separated from the

network with little trouble.
The class of elements that can be interconnected via the Ethernet
network depends only on the availability of a Network Interface Board

(NIB) for each element. The devices which FCDL personnel intend to use

|
can all communicate via a parallel port, so the NIBs all must have a
parallel port and some control lines for handshaking. Commercial NIBs

: - are available, but were designed for particular processors, or cost more

than one designed in-house. Chapter V discusses the functional specifi-
cation for an NIB designed in-house, using state-of-the-art Ethernet
controller and serial input/output chips, which will only limit the type
of element to those with parallel ports.

Reliability of transmission is a must for the real-time man-in-

the-loop flight simulations to be conducted. Ethernet is one of the

more reliable types of networks for several reasoms. First, it has
distributed control, thereby not allowing a network failure from the
failure of a single node. Secondly, the bus teopology of Ethernet has
the potential of being more reliable than a ring network in that for the
latter each NIB must regenerate each messape to pass it on, whereas in

bus systems all NIBs excr,t the one transmitting the message remain
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passive, so regeneration is not necessary and the chance of an error

being committed is lessened (Franta and Chlamtac, 1981: 13, 45).

=

Lastly, Ethernet’s use of cyclic redundancy checks (CRC), further
enhances reliability (Franta and Chlamtac, 198l: 35, 45).

)| From the above discussion, Ethernet appeared to be appropriate.
The question of Ethernet’s capability to functionally perform the real-
time task is very important, and is addressed in Chapter IV. The last

I consideration besides performance was the availability of hardware to
implement a working network. The primary hardware needed were the chips
implementing the Ethernet specification. Several chip sets were adver-

tised as meeting the neced, and they are discussed below.

Selection of Ethernet Controller Chips

As of late 1982, six groups were identified as possible sources

! e for network controller chips i1mplementing the Ethernet specification
Version 1.0 (Digital Equipment Corporation and others, 1980). These are
listed in Table II below (Burskyin, 1982: 80).

l Of the possibilities presented in Table II, only the chip sets
manufactured by Advanced Micro Devices (AMD) and Intel were seriously
considered, as they were the most likely to be in production by mid-1984
when they would be needed by the FCDL. Although Seeq-3Com actually had
chips already in production, they were less than desirable as they only
implemented the basic interface control functions of collision handling,
address generation, CRC generation and checking, and serialization and
deserialization. By waiting for the more complex chips manufactured by

Intel and AMD, capabilities such as on-chip memory management and, in the
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TABLE II

Sources for Ethernet Chips

Original Developers Availability of Samples
AMD-Mostek Late 1983
Ungermann-Bass- Late 1982

Fujitsu
Intel-DEC-Xerox Late 1982
National Late 1983
Semiconductor
Rockwell Int”1. Late 1982
Microelectronics
Division
Seeq-3Com Mid 1982

case of the Intel controller chip, diagnostic routines and error coun-
ters could be obtained. These latter functions, although not necessary
based on the requirements stated in Chapter II, would make the implemen-
ter’s task much easier by providing diagnostic routines that would
otherwise have to be developed in-house. Furthermore, if it were neces-
sary in some extreme situation, the Intel chips can be reconfigured to
have a faster response time than Ethermet by reducing the number of
overhead bits per transmission, and reducing the backoff time per colli-
sion (Intel Corporatiom, 1982: 4-7). Thus, the Intel chip set, consis-—
ting of the 82586 Local Communications Controller and the 82501 Serial
1/0 chip, was the most desirable for its capabilities, configurability,
and availability. Availability was the weakest asset of this chip set,

however, for although Intel originally advertised availability of
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samples in late 1982, samples of the 82586 were not obtained until early

1984,

Selection of Transceiver

The transceiver is the interface between the NIB and the coaxial
cable. It provides ground isolation between the coaxial cable and the
transceiver cable connection to the NIB, level conversion between the
signal levels on the transceiver cable and the coaxial cable, and a high
impedance connection to the coaxial cable.

In that Ethernet transceivers are standardized in their function,
only limited research was done to survey those available on the market.
The only requirement was that it meet Ethernet specifications. A
transceiver manufactured by 3Com Corporation was first brought to the
FCDL’s attenticn and, as it was available immediately and was equipped

to easily connect to the proposed network, it was selected.

Selection of Coaxial Cable

The coaxial cable selected is manufactured by Belden (Belden
Corporation, 1983: 64~65), and meets the Ethernet Specification 1.0
(Pigital Equipment Corporation and others, 1980: Section 7.3). A
length of 240 meters was determined adequate to span the FCDL and allow
controllers to tap into the network. Figure 4 indicates a proposed
layout.

Cables meeting the Ethernet specification have annular rings
marked on the cable jacket along their entire length at 2.5 meter inter-
vals (+5 centimeters). The rings indicate where a transceiver tap can

be made to add a node to the network. The relative spacing between
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taps, and not the actual position on the cable, is the important point.
It is necessary to minimize signal reflections due to the non-infinite
bridging impedance of transceivers and their associated connections, and
the controlled relative spacing ensures that the reflections do not add
in phase to a significant degree (Digital Equipment Corporation and

others, 1980: Section 7.6.2).

Selection of Transceiver Cable

The transceiver cable is a shielded twisted pair cable (four
pairs) which connects the NIB to the transceiver. It can be up to fifty
meters long and mates to the 3Com transceiver’s 15-pin D-series male
conector with an equivalent female connector. This cable was also

procured from Belden (Belden Corporatiom, 1983: 64-65).

Expected Cost per Node

Assuming the LAN designed for the FCDL will eventually have 12
nodes, an average cost for connection of a node to the network can be
estimated from the prices paid by the FCDL for some of the hardware, and
from cost approximations for additional logic necessary for the NIB

designed in-house. Appendix A summaries the relevant data.

Summary

In this chapter, a LAN architecture, Ethernet, has been shown to
meet at least certain operational requirements necessary to transmit
data for a real-time simulation environment, such as distributed control
and reliability. The hardware to implement Ethernet was selected based
on compatibility with the Ethernet specification and availability.

These requirements are secondary, however, to the actual performance of
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the LAN in delivering information real-time. The chosen LAN must ensure

that all data packets intended to be transmitted and received within one

TV N I

cycle time of a simulation are indeed transmitted and received. The .
failure to meet this performance requirement defeats the use of the LAN. ]
Chapter IV explores the expected performance of Ethernet in the real- i
time environment of the FCDL.
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M#N = 2, Each Nude Computes Own Migsile Models. This scenario is

the same as the first, except that the SEL and the MASSCOMP each compute
their own missile models.

The states of First Pass IC and IC are identical to those shown in
Figures 5 and 6, and are not repeated. The OP state of Figure 8,
however, differs from Figure 7 in that the states of the MCS missiles
are now passed from the MASSCOMP to the SEL instead of vice versa. Note
that the number of bytes passed for this case and the first case are the
same.

#N = 4, Fach Node Computes Own Missile Models. This scenario is

the same as the first two in terms of data communication, except that
each node must pass information to three other nodes instead of just
one. Figures 9, 10, and 11 display the states of First Pass IC, IC, and
OP for this case, respectively.

Netwerk Throughput for Fixed Packet Size. Examination of Figures

5 through 11 reveals the following:
(1) The most number of bytes any one node must transfer
during a simulation cycle occurs for M+N = 2 with the
SEL computing the missile models (Figure 7), when the SEL
must transfer 460 bytes when all four missiles are flying.
(2) Both M+#N = 2 cases require three data packets to
be transmitted during a simulation cycle, each less than
or equal to 460 bytes in length.
(3) The M+#+N = 4 case requires five data packets to be
transmitted during a simulation cycle, each less than or
equal to 412 bytes ia length.
In order to simplify the analysis, and to allow room for the
addition of data to be transmitted, let a standard packet size of 500

bytes be defined, such that any transmission will consist of 500 bytes

of data, whether it be useful data or not, In this way, an upper bound

45




SR e * - L e T T v - ,_-l'-.""_rrv—. P

Note that, for First Pass IC and IC, the missiles are still
attached to the aircraft, so their states are the same as the aircraft’s
states. The inertial velocities and angular rates of both aircraft are
transmitted from the SEL in order to initialize completely their states
wvhen entering the OP state. For example, the IC for an airplane may be
a high-G turn, in which case just position information would not
suffice. Note also that the SEL is the "master" in that it sends the
MASSCOMP the First Pass IC conditions. Finally, during First Pass IC,
the MASSCOMP only transmits status information to the SEL to indicate
whether or not it came on line satisfactorily.

After First Pass IC, the simulation enters the IC state and waits
for the OP state. During this time, the simulation operator is waiting
for each pilot to give an indication that he/she is ready. The state
information of each aircraft is transmitted to the other in order for
the graphics software in the MCS controller and the target projector
software in the LAMARS controller to be used and to present a target to
each pilot in IC. The missiles are assumed to be still on the aircraft,
and the rates passed in First Pass IC are assumed to be stored in the
memory of the MCS controller.

In the OP state, the SEL is computing the states of its own
aircraft and missiles, as well as the states of the MCS missiles. The
status bytes are used to indicate the firing of a missile, the "killing"
of an opponent, and other flags the user may deem necessary. The status
bytes will also be used to indicate node or metwork failure in order to

stop the simulation in a controlled manner.
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HOLD is used to examine the status of a simulation at a chosen
point in time, and essentially is obtained by holding fixed the state
data of a simulation. Thus, it is similar to the OP state, but all data
is being held constant.

With the possible states of a simulation and the content of data
packets defined, a closer examination of the dynamics of data transmis-
sion can now be made.

Three Probable M-on-N Scenarios. As stated in Chapter II, the

initial test of the FCDL network will be ccmmunication between the SEL
and one peripheral computer, this being a one-on-one combat engagement.
It is anticipated that each simulated aircraft will also have two mis-
siles. The distributed computing problem referred to earlier is enough
of a concern that both means of transferring the missile state data are
presented below. As will be shown, the total number of bytes necessary
to be transferred in either case is the same, so network throughput is
not affected.

A follow-on test of the network will include an M-on-N simulation
where M+N = 4, An example of the data communications necessary for
this scenario 1s also presented below,

M+ = 2, Missile Models in SEL A. 1In this scenario, an aircraft

simulated in SEL A is flying against one simulated in MCS #1. The pilot
of the SEL A aircraft is using the LAMARS, All missile model calcula-
tions are performed in the SEL. Figures 5, 6, and 7 display the data
communications necessary for the states of First Pass IC, IC, and OP,

respectively,
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improved hardware, a MASSCOMP can perform both the aero and missile
wmodels. Until that hardware is installed, though, the missile models
will have to be computed in the SEL and the results transmitted over the
network also. Examples of both computing distributions are presented
later in this chapter for the case of an M-on-N simulation where

M#N = 2 (two aircraft, each capable of firing two missiles). Another
case is also presented for MiN = 4 (four aircraft, each capable of
firing twe missiles) where the peripheral controllers do compute their
own missile models, because they should be capable of the additional
load by the time this level of M-on-N is performed in the FCDL.

Simulation States — First Pass IC, IC, OP and HOLD. There are

four states in which a simulation can reside: the first pass through
that part of the software configuring the simulation for initial condi-
tions, First Pass IC (also known as RESET); the remainder of the cycles
through initial conditions, IC; the dynamic, real-time, operating
portion of the simulation, OP; and a state in which the user freezes the
simulation at a particular moment in time, HOLD.

First Pass IC informs each node of its individual operating state,
and informs each node of the state of other nodes on the network
involved in the simulation.

IC primarily serves the purpose of allowing each node to signal
the "coordinating" node (SEL A, for instance) that it is ready to go to
oP.

OP is the real-time operating state, during which all data packets

must be transmitted and received within a simulation cycle time.
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Node

SEL A:

SEL B:

LAMARS

Controller:

1500:1 TB

Controller:

5000:1 TB

Controller:

F-111

Controller:

Multi-Crew

Controller:

T-37

Controller:

MCs #1

Controller:

Other MCS

Controllers:

TABLE 1V

Possible Transmissions for Network Nodes

Input

1) Aircraft State Data from

Other Aircraft in
Simulation

2) Status Data

Same as SEL A

1) LAMARS Controller Data

1) Terrain Board Commands

Same as 1500:1

Same as SEL A

Same as SEL A

Same as SEL A

Same as SEL A

Same as MCS #1
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Output

1) SEL A Aircraft State Data

2) LAMARS Controller Data
3) Terrain Board Commands
4) Status Data

1) SEL B Aircraft State Data

2) Terrain Board Commands
3) Status Data

1) Status Data

1) Status Data

1) Same as 1500:1

1) F-111 Aircraft State Data
2) Terrain Board Coumands

3) F-111 Moton Base Commands
4) Status Data

Same as F-111 for
Multi-Crew

1) T-37 Aircraft State Data
2) Terrain Board Commands

3) Status Data

1) MCS #1 Aircraft State Data
2) Status Data

Same as MCS #1

e
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TABLE 1II

LAMARS Controller Data (Continued)

Operations Status Data Bytes

User Defined Flags to Control Simulation: 10

Terrain Board Commands

Pilot Offset from C.G, in X

Pilot Offset from C.G. in Z

Aircraft Pitch, Roll, Yaw Rates 1
Tangent of the Glide Slope

Runway Origin North and East

Altitude Above Sea Level

Heading Relative to North

Altitude Bias

Terrain Board Scale 1 and 2

First Pass 125
On/Off .125

oSNNS

Total 44 .25

Proposed Computing Distribution for M-on-N Simulations. When the

idea was first being discussed of distributing the computation workload
of the SEL 32/7780 via a LAN, the intent was to have each peripheral
controller compute not only the aero model of the peripheral’s airplane,
but also that of (up to two) missiles it may fire. In this way, only
state data of another node”s aircraft and missiles need to be transmit-
ted to the peripheral controller in order to compute relative state
data. However, after examining the capabilties of the MASSCOMP compu-
ters to be used as the peripheral controllers, there is some question as
to whether they can do much more than the aero model in the allotted

cycle time of 25 milliseconds. There is some confidence that, with
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LAMARS Controller Data
(4
l .
[ Motion Systems
= Symbol Meaning Bytes
t‘ 43/}\ Aircraft Roll Rate 4
F A Aircraft Pitch Rate 4
T a Aircraft Yaw Rate 4
U po Pilot Observed Longitudinal Specific Force 4
Vpo Pilot Observed Lateral Specific Force 4
F‘! Wopo Pilot Observed Normal Specific Force 4
b Total 24
Visual System (for air-to-air target)
ﬂh° Aircraft A Initial Roll Position 4
B4, Aircraft A Initial Pitch Position 4
Ya, Aircraft A Initial Yaw Position 4
Uy Aircraft A Longitudinal Velocity 4
Vg Aircraft A Lateral Velocity 4
- Wa Aircraft A Normal Velocity 4
%}A Aircraft A Roll Rate 4
Fa Aircraft A Pitch Rate 4
TA Aircraft A Yaw Rate 4
IRIRIR Aircraft A Initial Position 12
AR Aircraft B Initial Position 12
Ug Aircraft B Longitudinal Velocity 4
Va Aircraft B Lateral Velocity 4
wg Aircraft B Normal Velocity 4
Xea Yoar Zea Aircraft A Pilot Position 12
B Matrix Aircraft B Direction Cosine Matrix 36
ﬂmcosaéuéh,%ﬂ Sine and Cosine of Aircraft A Angular Positionms 24
XaaYag, 248 Relative Position of B to A 12
Uy, Tp WA Linear Aczelerations of Aircraft A 12
75A,$])ig Angular Accelerations of Aircraft A 12 1
Total 168 1
L : :
h Aircraft State Information Data i
b f
[ Airplane: X, Yp, Zp Airplane Inertial Position 12 :
DCOS , Airplane Direction Cosine Matrix 36 )
| e ' Each Missile: Xy, Yy, Zy Missile Inertial Position 12 !
DCOS Missile Direction Cosine Matrix 36 !
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The Operations Status Data is used for the control of a simula-
tion, and indicates states such as IC, OP, Hold and Reset (these states
are defined later in the chapter). User defined flags must be included
to allow network notification of an aircraft or missile having been
destroyed, or of the failure of one of the nodes on the network. Note
that even the absence of a Status data packet will inform the rest of
the nodes of an unusual situation. It is through the use of this Status
data packet that the user ensures the integrity of the simulation.

The Terrain Board Commands are used to drive a terrain board
system, and are transmitted by the simulator controller using a terrain
board to provide visual cues. As with the LAMARS, only one simulator
can use a terrain board at a time.

Notce in Table III that 4 bytes have been allocated for the real
parameters because a SEL 32/7780 word consists of 4 bytes. The total
nunber of bytes required to transfer each of the groups of data descri-
bed above are also included in Table III.

With the types of data to be transmitted defined, the sources and
destinations of these packets can be determined.

Data Packet Sources and Destinations. Each node on the FCDL

network will be capable of transmitting and receiving data packets, but
not all will transmit and receive all four categories as defined above.
For example, there is no need for a terrain board controller to transmit
LAMARS controller data. Table IV summarizes the packets that each node
is capable of transmitting and receiving. Although five simulator
controllers are shown as being capable of transmitting terrain board
commands, again note that normally only one controller can transmit to a

terrain board during a given simulation.
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; real-time fidelity. Typically, the relationship between throughput and
.
;‘ delay is such that the higher the throughput the greater the expected B
‘ delay (Franta and Chlamtac, 198l: 59-68). Therefore, the goal is to f
ii determine if, for the expected throughput requirement of the FCDL net- ]
ii work, the expected delay of a transmission is acceptable within a high 4
3 level of confidence. The first step is to determine the throughput ?
: requirements of the nmetwork, and this is discussed in the following H
;- section. j
L Y
Throughput Requirements for the FCDL Network ‘
To determine the throughput level at which the FCDL network must
operate, it is necessary to study te actual data that must be trans- é
ferred during a flight simulation. %
Types of Data Transmitted. The content of the data packets to be
transmitted over the FCDL network can be divided ianto four major cate- q
gories: LAMARS Controller Data, Aircraft State Information Data, Opera-
tions Status Data, and Terrain Board Commands. Table II1 summarizes the
information that each contain. y
The LAMARS Controller Data, consisting of motion and visual system
ioputs, will be transmitted from only one node per simulation since only
one aircraft can be simulated in LAMARS at a time. 1
The Aircraft State Information Data consists of the inertial posi-
tions and direction cosine matrix for each device to be tracked by other
nodes on the network, where typical devices are aircraft and missiles. %
Thus, for a l-on-1 combat engagement, each simulator controller would )
pass the state of its aircraft to the other in order t¢ compute relative ]
b

positions.
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is known as the normalized propagation delay (Franta and Chlamtac, 198]:

"
.

58, and Stallings, 1984b: 28).

AR ¢

Of the four parameters commonly used, the relationship between
throughput and delay is of primary concern in the analysis of the FCDL

h real-time network, and is discussed further in the following section.

Egpected Delay and Real-Time Operation

Local area networks have typically been used more in an office

N, NUONRISICIAN. X!

}‘ environment for the transfer of files, electronic mail, data storage,
and the like (Metcalfe and Boggs, 1976: 395-396; Shock and Hupp, 1980;

s Franta and Chlamtac, 198l: 13-21). These tasks are non-real-time in

t' that, as long as the task is completed within a second, the user is
satisfied with the network’s performance. Minimizing delay can only be

3 accomplished while satisfying high throughput requirements, as several

Yo hundred users may be using the network at one time. Thus, maintainirg a
high throughput capability is of primary concern in this type of use of
a LAN.
In a real-time application of a LAN, however, expected delay is of
primary concern. The FCDL performs flight simulations of high perfor-
mance aircraft with a human operator in the control loop, and the

typical cycle time of the digital computer performing the aerodynamic

computations is 25 milliseconds (from personal experience with FCDL

operations). Obviously, the proposed network must be able to complete a

data transmission within this 25 milliseconds, or some node(s) on the %
network would have to use "old" data for the '"mew" cycle calculatioms. :
Every node on the network requiring it should have new data available

every 25 milliseconds or less in order for the simulation to maintain its iﬂ
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IV. Analytical Performance Analysis of Network Hardware

This chapter presents the justification in terms of performance
for using a CSMA/CD, or Carrier Sense Multiple Access/Collision Detec-
tion, (Ethernet-like) protocol for the real-time application intended
for the FCDL. A discussion of the expected throughput requirements of
the network results in two LAN protocols, CSMA/CD and token-passing,
being the best suited to minimize data packet transmission delay. The
advantages and disadvantages of each are examin.d, with CSMA/CD emerging
as the more desirable. Finally, a prediction of the average delay a

data packet may experience using the Ethernet protocol is determined.

Network Performance Measures

Network performance is usually given in terms of three parameters
(Franta and Chlamtac, 198l: 58):

1) channel throughput S, the number of messages
transmitted per unit of time;

2) channel capacity C, the maximum S value achievable
with a given access protocol; and

3) the expected delay D, the time elapsing between the
generation of a message and its successful transmission.

Another parameter used to characterize LAN performance is
normalized propagation delay. If T 1is taken as the unit of time re-
quired for a transmitter to get an entire packet of information out onto
the medium (such as a cable), and d 1is the channel propagation delay

between the remotest pair of nodes on the network, then the quotient

a = (d/T) (2)
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r- on the amount of network throughput can be studied. :
[‘ Let throughput be defined as the amount of useful data per unit

f time that is transferred over the network. Normalized throughput takes i

the latter quantity and divides it by the transmission rate of the

.
*i network. Therefore,
\ Normalized throughput = (packets/second)*(bits/packet)/Trans. Rate (3)

The number of bits per packet is 4000, and the transmiesion rate is
10 Mb/s. The number of packets per second is determined by dividing the

number of packets transmitted per simulation cycle by the simulation

o cycle time. For M+N = 2 the number of packets per second is 3/0.025,

’ or 120 (each node on the network transmits one packet per cycle). For

T M#+N = 4, the number of packets per second is 5/0.025, or 200. Thus,

E‘I - . : - 2) = (120% 6 i
v ormalized Throughput (M#+N = 2) = (120%4000)/10 i
r = 0.048 (& '
; Normalized Throughput (M+N = 4) = (200%4000)/105

#‘ = 0,08 (5)

Note that smaller packet sizes would yield even smaller throughput

; requirements on the network.

Fj
:.‘ It is conceivable that multiple simulations could be using the
- network simultaneously. Referring to Figure 4 in Chapter I, it is
Py observed that there are eight simulator cabs available: MCS #1, MCS #2,
E, MCS #3, MCS #4, LAMARS, F-111, T-37, and Multi-Crew. Assuming this
p
- number will remain constant, and extrapolating the results from above,
rr. an M+N = 8 simulation could be performed and, assuming each simulator

T
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cab controller could compute its own missile model, the throughput
required would be 0.08 x 2, or 0.16. However, the "worst case"
throughput requirement would be for four M+N = 2 simulations occurring
simultaneously. In this case, the normalized throughput would be

0.048 x 4, or 0,192, In any event, then, the normalized throughput is

predicted to be some value less than 0.2.

LANs Providing Low Delay for Low Throughput

Having determined the throughput range within which the FCDL
network will operate, a literature survey was conducted to find
available LANs with the smallest mean data packet transmission delay
over that throughput range. The results of the survey revealed two
protocols, CSMA/CD and token-passing, as having the best delay perfor-
mance.

CSMA/CD is the protocol used for the Ethernet specification
(Digital Equipment Corporation and others, 1980), and is being incor-
porated into the IEEE-802 standard for network protocols (Allan, 1982a).
CSMA/CD minimizes the bandwidth wasted because of collisions by having
nodes receive and transmit in parallel, so that a comparison failure
between the transmitted and received messages signals a collision. When
a comparison failure occurs, the node sensing collision jams the channel
to guarantee that all currently transmitting nodes sense collision.
After jamming, transmission is terminated ad reattempted after a random
delay interval.

Token-passing accessing can be used on either a bus or a ring
topology, and both methods are also being included in the IEEE-802

standard (Allan, 1982a). In the bus network, all network nodes receive
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broadcast-type signals in any order, depending on the distance between
the transmitting and receiving nodes and on the data transmission rate.
In the ring network, individual nodes receive messages in sequence, and
not necessarily related to the physical location of the nodes in the
ring. For either topology, a token is passed from node to node. When a
node receives the token, the node strips the token of the data intended
for that node, and passes it to the pext node. This procedure continues
until the token returns to the original node. Token-passing accessing
essentially provides that whichever node is holding the token has momen-
tary control over the transmission medium.

The results of work by Bux (Bux, 198l1) are most representative of
the conditions under which the FCDL network will operate. Figure 12
shows Bux”s results for the mean transfer delay-throughput characteris-
tics for four protocols at 10 Mb/s assuming exponentially distributed
packet lengths (Bux, 198l: 1469-1470). CSMA/CD is shown to have the
lowest mean delay up to a normalized throughput of approximately 0.25,
but is surpassed by the token-passing (ring) protocol at higher through-
put rates. Bux’s results for a constant packet length were similar
(Bux, 198l: 1470). Several other efforts describing CSMA protocols can
be found in the literature which also demonstrate characteristic good
delay performance at low throughput (Lam, 1980; Tobagi and Hung, 1980;
Vo-Dai, 1982; Stallings, 1984b; Stuck 1983; and Liu and others, 1982).
The work by Lam, in fact, is used later ir this chapter to predict the
expected packet delay for the operating conditions of the FCDL network.
Other literature relating to various aspects of performance for CSMA and

its variants are also available to the interested reader (Blair and
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Shepherd, 1982; Shoch and Hupp, 1980; Shacham and Hunt, 1982; Metcalfe

and Boggs, 1976; Arthurs and Stuck, 1982; and Tobagi, 1982).

Based on these results and the ease with which Ethernet can be
implemented (from Chapter IIl), the CSMA/CD protocol is favored. Note,
however, that Figure 12 is for mean delay, meaning that some packets in
both protocols may be delayed more and some less. The advantage that
token—-passing hae in this regard is that an upper bound on the expected
delay of a transmission is known since the time a token takes to travel
the length of the medium is known. Collisions on a CSMA-CD network, on
the other hand, leave the determination of delays as an exercise in
statistics and probability. Therefore, before Ethernet can be chosen
with certainty, the probability of packets being delayed beyond the time
length of a simulation cycle.must be examined. This topic is explored
in the next section to assist in the estimate of the total average

packet delay for the FCDL network.

Total Average Delay Prediction for Proposed FCDL Network

This section outlines a best guess as to the projected delay in
getting a data packet successfully transmitted from a node on one end of

the FCDL LAN cable to a node on the other end. Items to be addressed

include: the inherent hardware delays in an Ethernet type of LAN; an

estimate of the mean packet delay based on the operating conditions of ]

the FCDL network; the probability that the simulation cycle time will be 1
exceeded; an estimate of the protocol software overhead delay; and the i
overhead imposed by an intervening High Speed Device (4SD) interface on ‘
a Gould/SEL 32/7780.

o
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Physical Channel Delay. Table V summarizes the delays to be

expected for an Ethernet LAN using devices meeting the Ethernet Specifi-
cation (Digital Equipment Corporation and others, 1980: Sectiom 7.l1.5
and Table 6A-1) and the distances anticipated for the FCDL.

Therefore, the worst-case round-trip delay is estimated to be 9.5
microseconds. Note that the forward and return paths do take different
amounts of time. This is because in one direction it is carrier sense
which is being propagated through the channel, in the return direction
it is collision detect which is being propagated, and the two signals
have different propagation delays. For the purposes of this analysis,
however, the one-way delay can be estimated by halving the round-trip
estimate. The one-way delay, d, is them 9.5/2, or 4.75 microseconds.

Ideal Data Packet Transmission Time. As with all communication

protocols, Ethernet adds overhead bits to the raw data to provide a
preamble, addressing information, data typing, and frame checks. The
total packet to be used by the FCDL will consist of the following

(assuming the 500 byte data size):

Preamble 8 bytes
Destination Address Field 6 bytes
Source Address Field 6 bytes
Type Field 2 bytes
Data Field 500 bytes
Frame Check Sequence Field 4 bytes

Total 526 bytes

Ethernet also imposes a 9.6 microsecond idle time (interframe spacing)
between transmitted frames to make sure one data packet fully propagates
along the cable before another one begins (Digital Equipment Corporation

and others, 1980: Section 6.3.2). The transmission time then becomes
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TABLE V
Breakdown of Physical Channel Delay .
l
Element Unit Steady- Unit Start- # Units Total
State Delay Up Delay Forward/ Delay
(micro- (micro- Return (micro~ :
seconds, seconds, (units seconds) :
unless as noted) 1
noted i
R
Encoder 0.1 0 1 1 0.2 :
Tranceiver Rk
Cable 5.13 nS/m 0 50m 50 m 0.513 3
Tranceiver !
(Transmit
Path) 0.5 0.2 1 1 1.0
Transceiver
(Receiver
Path) 0.5 0.5 1 0 0.7
Transcciver
(Collision
Path) 0 0.5 0 1 0.5 .
Coax Cable 4.33 0S/m 0 240 m 240 m 2.078 ]
Decoder 0.1 7.8 1 0 0.9 y
Carrier
Sense 0 0.2 2 0 0.4 ]
Collision )
Detect 0 0.2 0 2 0.4 .
Signal Rise
Time (to )
70% in 500 ‘_
meters) 0 0.1 1 0 0.1 ]
Signal Rise )
Time (50 -
94% in 500
meters) 0 2.7 0 1 2.1
Round Trip Delay = 9.491

4




b/

T = (526 bytes x (8 bits/byte) x (1 sec/10¥10% bits))

+9.6%107% sec = 430.4 microseconds (6)

Note that this does not take into account channel assignment
delays caused by collision resolution and deference. Rather, this is
the mean transfer time of 500 bytes of data in the ideal Ethernet
network of no collisions, and is included here for comparison with the
more realistic transmission time, discussed below.

Mean Data Packet Transmission Time. Bux“s results shown in Figure

12 were actually based on work performed by Lam (Lam, 1980). Lam devel-
oped a model of the CSMA/CD protocol and derived expression for the mean
packet delay and a probability expression for channel assignment delay
(Lam, 1980: 27). The expression for mean packet delay, discussed in
Appendix B, is used to generate the data of Figure 13. The characteris-
tics of the FCDL network were used in evaluating the expression. The
three packet sizes of 1000, 2000, and 4000 bits (125, 250, and 500 bytes)
were selected to show how packet size affects the mean delay. Note
that, for a given throughput, the mean delay time of a smaller packet
size is greater than that of a larger packet size. The reason for this
is the ratio of overhead bits to usable data bits is higher for a
smaller packet and, since throughput is based on the tramsfer of usable
data bits, a higher percentage of time on the network is spent transfer-
ring overhead bits.

The most important data to be taken from Figure 13 is the mean
delay for a 4000 bit (500 byte) packet in the throughput range fom 0 to
0.2, as this is the data packet size and throughput anticipated for use

(from earlier discussion in this chapter). Recall that the maximum
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Figure 13. Transfer Delay - Throughput Characteristics of
Proposed FCDL Network
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throughput requirement is 0.192, At this throughput and for a 500 byte
data packet, Figure 13 shows the mean delay to be approximately 1.04
times the ideal packet transmission time of 430.4 microseconds, or 447

mircroseconds.

Probability of Exceeding Cycle Time. The critical function of

the FCDL network is assuring that all data is transmitted over the
hardware within a simulation cycle. In that the mean packet delay has
been shown to be at most 4 percent greater than the minimum possible, it
appears that the Ethernet protocol can perform the required task. How-
ever, as one last check, Lam”s channel assignment delay probability
expression (discussed in Appendix B) was used to calculate the probabil-
ity that a packet will be delayed longer than some amount of time such
that, if on the average all packets were delayed this amount of time,
the simulation cycle time would be exceeded.

Figure 14 presents the results of applying Lam”s probability
expression using the characteristics of the FCDL network. The vertical
axis represents the probability of a packet being delayed longer than
time K .. *T, where Kiax * T represents the maximum amount of time
all packets could be delayed and still be transmitted before the end of
the simulation cycle time. Again, the same three packet sizes used in
Figure 13 are shown for comparison. Note that, for a given throughput,
the probability of exceeding the cycle time for a smaller packet is
greater than that for a larger packet. The reason for this is that more
small packets can be transmitted at a given throughput than large

packets, so there is more opportunity for collision- and deference-

related delays,
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VI. Conclusions and Recommendations

This chapter presents conclusions from the information of
Chapters I though V, and contains a recommended course of action the
Flight Contrc” Development Laboratory (FCDL) should take to complete the

implementation of the network described.

Conclusions

The need for a real-time Local Area Network (LAN) in the FCDL
flight simulation facility has resulted from the requirement to do M-on-
N piloted aircraft engagements for the Manned Combat Station (MCS)
project (where M+N is the total number of aircraft involved in th simu-
lation, less missiles), and a desire to standardize the interfaces
between computers.

Through the use of one interface board per computer, a computer
connected to a LAN can communicate real-time with any other computer
connected to the LAN via a standard protocol capable of transmiting data
at a rate fast enough to be considered real-time. Additional computers
may easily be added to the network as long as they conform to the real-
time protocol. The use of such a LAN can allow the workload of the SEL
32/7780°s during an M-on-N simulation to be distributed to peripheral
processors, which is the intent of the MCS project. Another advantage
of a real-time LAN is the elimination of the FCDL trunking stations for
signal transmission.

To be connected to the network, a simulator cab must first have

some kind of intelligent controller capable of communicating through a
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be taken into consideration when using the HSD on the SEL have alsoc been
discussed.
The final chapter will summarize the results of this report, and

recommend a course of action for the continued development of the FCDL

network.
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32/7780 to effectively transfer and receive data real-time to and from
the network through the HSD, it must be able to accomplish these tasks
during the real-time loop within the simulation cycle time. The SEL
32/7780 Input/Output Control System (IOCS), however, does not allow
peripheral I1/0 to occur during the real-time loop. Therefore, a special
10CS must be written to "fool" the SEL 32/7780 into performing the HSD
I1/0. An I0CS of this nature already exists in the FCDL to accomplish
the real-time transfer of data between the SEL 32/7780 and the
Electronics Associates Incorporated (EAI) Pacer 100 digital computers.
This IOCS enables the DDI (Digital-to-Digital Interface) in Figure 1 to
operate correctly. It is possible that the user can use this DDI 10CS
as a guide in the development of an HSD IOCS. This task is left for
future study.

Until the HSD JOCS is written and implemented, the user can
attempt to use the generic HSD data handler for a simulation as long as
all data transfers occur during the non-real-time portion of the simula-
tion cycle. The use and operation of an HSD is described in the HSD
technical manual published by SEL (Gould, 1980). This task is also left

for future study.

Summary

A software design for the control of the NIB by a host controller
bas been presented and discussed in this chapter and Appendix D. With
the aid of the technical manual describing the details of the Intel
82586 Local Communications Controller (Intel, 1983), the user of the

FCDL network may implement in software the design presented. Factors to
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cannot recover, resetting the 82586 and attempting a restart is the only
alternative. Note that, in either case, the node’s absence from the
real-time simulation will be detected by the absence of transmissions
(status data) from the node. The other node(s) on the network can then
decide whether or not to continue with the simulation without the defec-
tive node. The defective node does not dangerously impact the simula-
tion because, upon detection of an error, the host ceases transmissions
and receptions and enters a hold state. Faulty data will not enter the
network, and the defective node will not receive new data. Therefore, a
transition to either RDAVS or RESET from DIAGNOSTICS #2 is possible
without causing harm to equipment or personnel.

Appendix D contains the formal software design describing the
activities the host must execute for the NIB during each of the states
described above. The user may use this design and the state diagram in
Figure 15 as a guide in the development of software code in the language

of the host.

SEL 32/7780 HSD Considerations

As mentioned in Chapter I, the interface between the SEL 32/778
digital computer and the NIB requires the use of an HSD. This require-
ment adds some complication to the use of a SEL on the network that was
not foreseen when the idea of the network was first conceived.

The original intent for implementing the HSD for use on the net-
work was to use a generic HSD data handler written and supplied by SEL.
This data handler would allow the HSD to be treated like any other
input /output device connected to the SEL 32/7780. This latter charac-

teristic, however, is where the problem lies. In order for the SEL
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in NIB memory, and then is transmitted out onto the network. The status
of the transmission is checked for errors by the host and, if no errors
are fopnd, the procedure is finished. Should an error be found, a
transition is made to DIAGNOSTICS #2 as in the case of RDAVS,

The state RDAVS has priority over TDAVS since there is only oue
chance to collect the data from the network, whereas the hecst can
retransmit a packet if necessary. Therefore, it is possible that the
state TDAVS can be interrupted by the state RDAVS when a packet arrives
at the NIB. If this occurs, the host must either save the condition it
was in at the time of the interruption (such as the location and number
of bytes left to be transferred to NIB memory, etc.), or it must restart
the transfer. This situation is depicted by the transitions between
RDAVS and TDAVS shown in Figﬁre 15. The host may transfer data to the
NIB only when the NIB is not receiving data from the network. Further-
more, if the host is transferring data to the NIB and a packet on the
network needs to be received, control returns to RDAVS immediately until
the packet is received. Control can then transition back to TDAVS to
complete the transfer.

The state DIAGNOSTICS #2 is reached from states DIAGNOSTICS #1,
RDAVS, and TDAVS when errors occur that cannot be resolved otherwise.
DIAGNOSTICS #2 consists of the examination of the status word of the
SCB, the status word of the command last executed by the 82586, and the
execution of the 82586 Dump Status command in an attempt to locate the
cause of the error(s). If the NIB can recover from the error (that is,
if the host can resolve the error situation in the NIB), a transition

can be made to RDAVS for re-entering real-time operation. If the NIB
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exited following completion of these functions, and the transition is
into the state DIAGNOSTICS #1,

Prior to entering the real-time states of data transmissions and
receptions, some diagnostic functions should be performed of which the
82586 is capable. DIAGNOSTICS #1 is the state in which the following
commands are performed: Diagnose, which tests the operation of the
82586 internal timers; Internal Loopback, which tests the transmission
and recepiion capabilities of the 82586 internal to the chip; External
Loopback, which tests the transmission and reception capabilities of the
82586 via the network transceiver; and Time Domain Reflectometer (TDR),
which examines the network cable for discontinuities., If ome of these
tests is not passed and the cause of the failure cannot be determined, a
transition is made to state DIAGNOSTICS #2. If all the tests pass, and
the user desires to start the real-time simulation, a transition is made
to state Receive Data And Verify Status (RDAVS).

Up to this point, all the etates for initializing, configuring,
and testing for the correct operation of the 82586 have been non-real-
time. The transition to RDAVS signifies the transition to real-time
operation. During real-time operation, the state of NIB transitions
between RDAVS and Transmit Data And Verify Status (TDAVS). During the
state RDAVS, data is stored into NIB memory as it comes in from the
network. The status of the reception is checked for errors by the host
and, if no errors are found, the data is transferred to the host.
Should an error be found, a transition is made to the non-real-time
state DIAGNOSTICS #2 for error resolution (and the NIB is essentially

taken off-line). During the state TDAVS, data from the host is stored
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state. This state is exited by the host applying channel attention to
the NIB.

The state INITIALIZATION is reached by the host applying an input
called "channel attention" to the NIB following RESET. The primary
function of the initialization procedure performed during this state is
to inform the NIB of the location of the 82586 System Control Block
(SCB). The SCB is a memory block that is shared by the host and the
82586, and forms the communication link between the host and the 82586.
The communications that occur include the issuing of commands to the
82586 by the host, and the reporting of command and operation status by
the 82586, After the initialization sequence is completed, the 82586 is
configured by default to the Ethernet specifications with broadcast
addressing (the NIB will receive any packet on the network). Should the
user decide to vary from these specifications for some reason (such as
desiring a unique address for the NIB), the 82585 can be reconfigured by
passing through the state CONFIGURE. Otherwise, the transition is to
DIAGNOSTICS #1.

CONFIGURE is the state in which the NIB can be assigned a unique
individual Address (IA), one or more Multicast Addresses (MA), and/or
reconfigured to some non-Ethernet specification. This state is reached
by the user who wants to perform one or more of these functions follow-
ing INITIALIZATION. Typically, this state will be visited, as it will be
desirable to assign a unique address to each node on the network so that
a NIB won’t be bothered with packets not intended for it. It is also
desirable to assign a NIB with multicast addresses common to other NIBs

8o that one packet can be sent to multiple NIBs. The CONFIGURE state is

LA A AT A SN VA i A i Sl Pl et Bl adh I dar v

FERERY, Y ST I R |

e NP

vl T

RISy RADURE

PRV A SR |

. >




ot > oyt Past- i iR 2 hate tibaih ) L Y SR EA Sl S R S 0 PR AR BAas o i Jhaie 2 Se i S S S SRS S R

‘ \
RESET

s CHAMNEL
‘ . ATTENTION

INITIALIZATION
(DEFAULT : ETHERNET)

CHOOSE CHOOSE ]
DEFAULT d SPECIFIC CONFIGURATION
CONFIGURATION CONFIGURE

(TA,MA, CONEIGURE)

CHECK SYSTEN INTEGRITY

. A
DIAGNOSTICS #1
- (DIAGNOSE | (NTERNAL
LOOPBACK, EXTERNAL
1 OOPRACK ) TDR)
o
START OF S| L DiacvosTIcs NOT ok
DIAGNOSTICS OK
TRANSMISSION COMPLETE DATA TO TRANSMIT READY
OR RECEIWFE INTERRUPT OR RETURN TO CONPLETE
2 TRANS MISSION
¢ RECEIVE  DATA TRAMSIMIT DATA
AND AND
VERIFY STATUS VERIFY STATUS
ERROR
ERROR
‘ — | {

DIAGNOSTICS # 2 b

(5CB STATUS,
COMMAVD  WORD

Bh_d i

STATUS DUMP
( STATUS
ERROR RECOVERY ] g
UNABLE 7O RECOVER ]
]
3
,‘ Figure 15. NIB State Diagram !
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as the details can be obtained in Intel”s reference manual describing
the chip (Intel Corporation, 1983). Only the details that pertain to
the description of the software design will be included in this chapter.
The operation and capabilities of the 82586 provide the basis upon
which both the NIB and the host controller software are designed. The
NIB design was accomplished in-house, and its operation is discussed in
Appendix C., The design of the host controller software is the topic of

the next section.

Controlling the NIB for Real-Time Simulations

The control of the NIB by a host controller is basically performed
by sending commands to the 82586 and prompting the 82586 to execute
them. The types of operations that are necessary for communications on
the network, and that the 82586 is capable of performing, include:
initialization of the 82586; configuration of the 8258 (selecting the
addresses by which the NIB will be identified); operational error diag-
nostics; data transmission; and data reception. Figure 15 presents a
"state diagram" representation of the suggested software design for
using the NIB for real-time simulation. The function of each state, and
the actions causing transitions to another state, are discussed in the
following paragraphs.

RESET is the state in which the NIB either originates upon
powering up the NIB, or it is the state to which the NIB returns upon
experiencing an unrecoverable error (the impact of an error on simula- ‘
tion operation is considered in the paragraph discussing state DIAGNOS-

TICS #2). All activity performed by the 82586 ceases while in this
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V. A Software Design for Network Access

This chapter presents a software design for the control of the
Network Interface Board (NIB) which allows communication over an

Ethernet notwork for real~time simulation. Following a brief descrip-

tion of the Intel 82586 Local Communications Controller and the NIB, a
diagram of the states in which the NIB can reside during a simulation is
discussed. Factors that are important to the operation of a real-time

simulation are noted. Diagrams of the activities a host controller must

il h 2

perform to place the NIB in these states are contained and discussed in
Appendix D, Finally, implementation of the SEL 32/7780 HSD software

necessary to perform the activities is discussed.

The Intel 82586 Local Communications Controller

PR SVSNCEEY . | WSy

The Intel 8258 chip is an intelligent, high perfermance local
Communications Controller (LCC). It provides most of the functions
normally associated with the data link and physical link layers of a

local network architecture. Specifically, it performs frame boundary

SR,

delineation, addressing, bit error detection, link management, and data

modulation. Furthermore, the 8258 has diagnostic capability, in that

it automatically gathers statistics on CRC errors, frame alignment ;
errors, overrun errors, and frames lost because there was no resource to ?
receive them. The status of all 82586 internal registers can be dumped i
to memory upon command to help in locating system faults, and the 82586 =
also has a time domain reflectometer that can be used to help locate ﬂ
network cable faults (Intel Corporatiom, 1983: 1). It is beyond the

scope of this report to describe in detail the operation of the 82586, j
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Task Delay (msec) ]

gy
IR -

-~y

SEL 1/0 Software 1.0
SEL to NIB Transfer 0.6
NIB to NIB Transfer 0.4
1.0
0.6

—

SEL 1/0 Software
NIB to SEL Transfer

ot

Total Delay 3.689

e

This value is well within the 25 milliseconds cycle time, and does not

pose a threat to the fidelity of a real-time simulation.

Summary

The protocol used by the Ethernet specification, CSMA/CD, has been
shown to have sufficient delay performance for the network application
intended in the FCDL. Each packet sourced by a node on the network may
take on the order of 4 milliseconds to reach its destination, but will
only be on the network cable for approximately 0.5 milliseconds. As
long as the throughput requirements placed on the network remain below
0.2 for 500 byte data packets, the transfer of all data packets within a
siulation cycle is assured with a high level of confidence. The low
utilization of the network is what assures few collisions, small delays
and real-time operation.

The next chapter will present a software design for the control of

the NIB using the Intel 82586 Local Communications Controller chip
chosen in Chapter III. This software design must be implemented for

each host controller desiring to communicate on the network. :

et Wi
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- j, initial configuration of the FCDL network will have a Gould/SEL 2/7780
communicating with a MASSCOMP microcomputer. The SEL will be the

] slowest device, as it must connect to a NIB through a Model 9132 High

E Speed Data (HSD) Intcrface, and its throughput is assumed to be lower
ii than the MASSCOMP’s I/0 throughput. Therefore, the transfer of a packet
through the HSD will be considered worst case.

According to the HSD Technical Manual (Gould, 1980), the through-

put associated with the HSD cannot be explicity defined since it is
bighly dependent on the system configuraticn, the HSD bus priorities,
the actual data rates of the devices attached to the HSD, the cable
lengths, the number of HSD's in the system, and where in memory the data
is being processed in relation to where the CPU is executing., There-
fore, assumptions were made by the author in order to provide some
guideline. Assuming that only memory Bus Controllers (MBC’s) have a
higher SEL bus priority than HSDs, and the cable lergth between the HSD
and the device controller (NIB) is 20 feet to 50 feet long, then one of
two HSD"s may access the same memory module as the CPU and other I/0
Devices at a maximum rate of 1.2 microseconds or 834 kilowords per
second (KW/s) each (Gould, 1980: 3-114). If this rate is achieved, the
518 byte packets to be used (the preamble is affixed at the NIB) will
require approximately 0.62]1 milliseconds to be transferred.

Packet Transfer Total Average Delay. The total estimated average

time required to transfer a packet from the memory of a SEL computer to
the memory of another SEL computer on the network (again, consider

worst-case) would be the sum of the delays discussed above:
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- . The most important point to be made from Figure 14 is that the

probability of the cycle time being exceeded for the throughput range of

0 to 0.2 and 500 byte data packets is insignificant (less than 10739y,

Therefore, one can say with a high degree of confidence that the
Ethernet protocol will perform in the real-time application in the FCDL.

With the average delays in the Ethernet hardware thus established,
the remaining factors making up the total average delay in the transmis-
sion of data from one controller to another must be addressed.

Protocol Software Overhead Delay, The total delay in transmitting

a packet not only arises from inherent network hardware delays as dis-
cussed in the last few sections but also from the higher-level software
implementing the protocol. At this point in the analysis, only a best
guess can be made, as the actual delay could only be effectively deter-

- mined through measurement of a working system, and/or by summing the
estimated execution times of each command in the software itself. As
the software is not yet written, an estimate will have to suffice. As
an estimate, based on discussions with personnel in the FCDIL familiar F
with existing system software, assume the execution of the software used
to transfer a data packet from the intelligent controller to the NIB
takes on the order of 1.0 milliseconds.

Hardware Delay from Controller to NIB. The final portion of a

data packet’s delay in reaching a destination is in its transfer from 1

P

the intelligent controller to the NIB, Just as it take time for the

packet to get transmitted from the NIB onto the network, it takes a

certain amount of time for the packet to go from the controller’s memory

to the NIB's memory prior to being placed on the network cable. The
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parallel port. Secondly, a network interface board, or NIB, must exist
to allow the physical connection to the network. One of the goals of
the MCS project is to design and build this NIB. The SEL 32/7780"s have
the additional requirement of using a High Speed Device (HSD) interface
with the NIB. Finally, a network protocol is required to perform
communications quickly and efficiently.

The FCDL user requirements for a LAN are stated in terms of nmet-
work protocol requirements hardware requirements, operational require-
ments and cost constraints. The two primary requirements are that the
network have a data transfer rate of at least 10 Mb/s, and that it be
low cost. A survey of available LAN’s revealed that the Ethermet proto-
col was the least costly of those meeting the transfer rate requirement.
Futhermore, its physical opefating characteristics lend itself for use
in the FCDL: digital transmission; a bus topology, which is resistant
to single point failures; low bit error rate coaxial cable as the
transmission medium; easy interconnection of devices on the network; and
good reliability.

Based on its satisfactory physical operating characteristics, the
hardware necessary to implement Ethernet was selected. The Intel 82586
Local Communications Controller (LCC) and 82501 Serial I/0 chip set was
selected for its capabilities in satisfying FCDL requirements, configura-
bility (should the user decide to vary from the Ethernet protocol for
some reason), and availability., Ethernet-compatible transceivers,
coaxial cable, and transceiver cable were also selected.

A performance analysis of an Ethernet LAN using the hardware

selected and the operating environment of the FCDL was conducted. The
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performance measures of throughput and delay were of primary interest.
The goal was to determine if, for the expected throughput requirement of
the FCDL network, the expected delay of a transmission is acceptable
within a high level of confidence. Examination of data packet trans-
micsions necessary to conduct real-time flight simulations in the FCDL
reveal that the maximum normalized throughput requirement is 0,192,
Although both token-passing and Collision Sense Multiple Access/Collis-
sion Detect (CSMA/CD, or Ethernet) protocols are shown to have low mean
packet delays for this level of throughput, CSMA/CD is lower than token-
passing, Furthermore, it is shown that, for the throughput levels
anticipated for the FCDL network, the chance of a data packet not being
transferred within the cycle time of a flight simulation is negligible
(less than 10739), Therefore, one can say with a high level of confi-
dence that the Ethernet protocol will perform satisfactorily in the
real-time application in the FCDL. Finally, the performance analysis
shows that the total average delay of a packet transmitted by one SEL
32/7780 and received by another over the proposed network is on the order
of 3.7 milliseconds. The transfer delay between a SEL and a MASSCOMP is
anticipated to be even shorter. This amount of delay does not pose a
threat to the fidelity of a real-time simulation having a typical cycle
time of 25 milliseconds.

The selection of the Intel chip set, the in-house design and
manufacture of a Network Inerface Board (NIB) using this chip, and the
standard operating procedure of FCDL simulations allowed a software
design and state diagram to be completed for the control of the NIB.

The software design takes into account the diagnostics capability of the
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Intel 82586 LCC to detect errors in the operation of both the chip and
the network interface, Should a node experience an error during a
simulation, the remaining nodes can detect its absence during the next
simulation cycle by the lack of packets usually received from it. In
this way these nodes can determine whether or not to continue the simu-
lation. The node in error, upon the error detection, effectively goes
into a hold state. All nodes can then be reset to try again., The user
of the network may use this software design and the state diagram as a
guide in the developient of software code in the langugage of the host.
The SEL 32/7780°s use of the HSD requires special consideration.
A generic data handler developed by SEL will indeed allow I/0 to occur,
but the SEL I/0 Control System (I0CS) does not allow it to occur during
the real~time loop of a simulation. Therefore, a special I0CS must be
written to "fool" the SEL into performing the HSD 1/0. An IOCS of this
nature already exists in the FCDL, and is known as the Digital-to-
Digital Interface (DDI), It may be used as a guide in the development
of a new HSD I0CS. In the meantime, the generic HSD data handler can be
tested for use in a simulation as long as all data transfers occur

during the non-real-time portion of the simulation cycle.

Recommendations

Before the proposed FCDL network can be used to communicate data
between a SEL 32/7780 and a MASSCOMP, several interim steps are recom-
mended to bring it to operational status.

First, the coding of DDI-equivalent NIB control software for the

SEL 32/778 HSD will require additional effort by the programmer as
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compared to the NIB control software for a MASSCOMP. The MASSCOMP data
bhandler will be easier to code as there is mo HSD to include, and the
data handler may be written in a language such as FORTRAN. Therefore,
the FCDL could have an operational network between two MASSCOMPs rela-
tively soon in the future. Any problems with transferring data real-
time on the network can be examined and resolved by using this configur-
ation. Therefore, it is recommended that the FCDL first write the NIB
control software for the MASSCOMP,

Second, the initial attempt to connect the SEL to the nmetwork can
be made by using the generic HSD data handler written and supplied by
SEL. Although it cannot be used to transfer data during the real-time
loop of a simulation cycle, there may be enough time in the non-real-
time portion of the cycle to perform some transmissions. As the handler
does exist, its implementation way not take too much effort. If it
works, an interim solution to the problem of special DDI-equivalent NIB
control software for the HSD is found. Any general problems with the
use of the HSD on the real~time network can be resolved while implemen-
ting this data handler to ensure they don’t arise when the special data
handler is implemented. Therefore, it is recommended that the FCDL
examine the use of the generic HSD data handler prior to writing the
special data handler.

Finally, the DDI-equivalent NIB control software for the HSD
should be written. The existence of the DDI data handler should help in
the development of the HSD data handler. Once the special handler is
completed, the network will be ready to perform real-time data transfers

between the SEL and a MASSCOMP,
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Appendix A: Expected Cost of Ethernet Connection Per Node

r
;‘ The expected cost per node of making a connection to an Ethernet
network is totalled below, based on the prices quoted or estimated for

the hardware described in Chapter III, Some of the items are divided by

twelve to indicate the distributed cost over the anticipated maximum of
twelve nodes on the network. Note that, less the cost of the wire-wrap
board and wire, the NIB components cost about $380 of the $944 estimate.

Note also that these prices are for the prototype NIB designed and built

TR TSRS ] WP e

in-house at the FCDL, and do not include labor costs.

Ethernet Chip Set, 1 set per node $180
Transceiver, 1 per node $450
Coax Cable, $808/12 nodes $ 67
Transceiver Cable, $96/12 nodes $ 8
Terminators, $216/12 nodes $ 18
Coax Cable Connectors, 2 per node $ 6
Transceiver Cable Connectors, 3 per node $ 15
Additional logic for NIB, per node $200 (estimated)

Total $944
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Appendix B: Analytical Method for Predicting

FCDL Ethernet Performance

DN S g AL A e G e

In order to better justify the use of a CSMA/CD (Ethernei-like)

N protocol for the FCDL network, some quantitative measure of the expected

NN VR

message delay over the network was needed. A survey of literature
revealed work by Lam (Lam, 1980), who modeled the CSMA/CD protocol and
developed formulas for the mean message delay and mean channel 2ssignment
delay. A relationship for the probability of the channel assignment

delay equalling an integer multiple of the slot time (twice the end-

ool

to-end propagation delay) is also stated. These formulas are applied

using the characteristics of the FCDL network, and appropriate

assumptions,

Mean Message Delay

The mean message delay (the time from arrival of a packet to the

time it is successfully transmitted) is given by Lam (Lam, 1980: 27) as

I A R ok 2 _
D= X*5 42 “ig s (- p)] ()\ +sT 37—)
, A+ 2% (1/5)+ T (142 (1-5)/57)] ]
2[- 3 (R + 7/ )] 5.1) 1
vhere A
x=b; +7T 4
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X b; = the mean of the packet transmission time
Probability Density Function (PDF)
l‘ﬁ T = the one-way propagation delay

T = the slot time of 27"

S = the probability of a successful transmission

@Y omyi e

’; 7 = probability of j new arrivals
J- in a time slot

n B*(A) = the Laplace transform of the packet transmission time PDF

A = the arrival rate of messages to be ransmitted in packets/
second.

xz—b2+ 2b17" +’I“2

s b, = the second moment of the packet transmission time PDF
. For the purposes of this analysis, constant packet lengths are
e ) assumed. Therefore, b) can be defined as
1
P il b; = ((Lp + Ly)/v) + Interframe Spacing

9
. where
.

E‘] Lp

Ly

the length of the data in bits

the length of the data packet header and preamble in bits

208 for Ethernet

S

the network transmission rate in bits/second

2 = 10 Mb/s for Ethernet
The value of Interframe Spacing is 9.6 microseconds for Ethernet.
The one-way propagation delay 7 is defined from Chapter IV as equal
f.' to 4.75 microseconds.
3 A The slot time T is therefore equal to 9.5 microseconds. T is the
: maximum time, from the start of a transmission, required to detect a

collision. Lam”s derivation is based on the consideration that time on
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the medium is organized into these slots, and it is convenient way of

looking at activity on the network.

g\ N vare

The probability S of a successful transmission during a contention

period is assumed to be 1/e, which is the optimum slotted throughput

rate for an infinite population model. Stallings (Stallings, 1984: 31~ i
32) discusses the suitability of this assumption. :
B*( A) for the case of constant packet lengths is equal to one since :
the Laplace transform of a unit impulse function is one. é
The value of b, is zero as it is the second moment of a constant i
value.
The value of —x~2_ is assumed to be zero since the value of b, is zero, i?'
and the last two terms are on the order of 1079 ana 1071 respectively. ]
Using equation (B.1) and the above assumptions, the normalized 1
L) delay and throughput were calculated for packet sizes of 1000, 2000, and '*‘
4000 bits (125, 250, and 500 bytes) at different values of ). The data 1
is tabulated in Tables B.l, B.2, and B.3.
|
Channel Assignment Delay Probability !.
As Ethernet is probabilistic in the actual delay a packet will ?
experience, some measure is needed of the probability that all packets q
will be transmitted within a simulation cycle. A formula stated by Lam E
(Lam, 1980: 27) gives the probability of the mean channel assignment ;
delay equalling an integer multiple of the slot time: ;f
»
g K- ]
Pob[d-KT] = [oo(/-,i_’—;;)éai]su-s) , Ke12.... (.2) ]
" 9
"
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where

/

/'/00—3—;’(_7)?>

= (b T T/S)
Qo - A (

and

Using equation (B.2), an expression can be derived for determining the
probability that a packet will be delayed greater than some integer
multiple of the slot time such that, if every packet in the cycle time
is delayed that amount, the cycle time is exceeded.

First, an expressi. relating the time remaining in a simulation
cycle to the arrival rate A and the packet size must be stated. This
expression is

[~ 2T

A= — | (8.3)

The “integer multiple of T" delay that each packet can incur before the

simulation cycle is exceeded is ther

Kopy = INT [Eér_] (B.4)

Then, the probability that a packet will be delayed greater than Kmax*T

can be given, after some simplification, by:
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Values of K . and Prob[ﬁ>Kmax*1] were calculated for packet sizes of
1000, 2000, .and 4000 bits (125, 250, and 500 bytes) at different values

of A. The data is tabulated in Tables B.l, B.2, and B.3.
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TABLE B.l

Normalized Delay and Probability of Delay

for 125 Byte Data Packet
(Mean Transmission Time b; = 0.1304 msec) l
:
D Koax D/b1 Prob. 2ti£f. a
(packets/sec) (msec) v '3
120 0.1403 863 1.076 < 10739 0.012 3
200 0.1407 512 1.079 " 0.020 9
500 0.1419 19 1.088 " 0.050
1000 0.1444 91 1.107 " 0.100 5
2000 0.1511 38 1.159  7.780%107°  0.200 ?
3000 0.1621 2n 1.243 2.939%1072 0.300
> 4000 0.1834 12 1.406 2.487%1073 0.400
5000 0.2401 7 1.841 3.153%1072 0.500
5500 0.3284 5 2.518 8.7 84+1072 0.550
6000 0.8334 3 6.391 2.427%1071 0.600
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TABLE B.2
Normalized Delay and Probability of Delay
for 250 Byte Data Packet

(Mean Transmission Time b; = 0.2304 msec)

by D K. D/b, Prob. 2*Le
(packets/sec) (msec) v

120 0.2407 852 1.045 < 10739 0.624

200 0.2412 502 1.047 " 0.040

500 0.2435 186 1.057 " 0.100
1000 0.2485 81 1.079 " 0.200 !
1500 0.2557 45 1.110 1.85510710  0.300
2000 0.2668 28 1.158 1.325%1070 0. 400
2250 22 2.349%107° 0.450 .
2500 0.284 17 1.243 2.601%10™% 0.500 3
3000 0.3296 10 1.430 7.826%1073 0.600 -
3500 0.5034 5 2.185 9.149%1072 0.700 ;
3750 1.387 3 6.023 2.467%1071 0.750 !




(packet/sec)

120
200
250
500
750
1000
1250
1500
1625
1750
2000
2125

2150
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TABLE B.3
Normalized Delay and Probability of Delay
for 500 Byte Data Packet

(Mean Transmission Time by = 0.4304 msec)

D Kiax D/bl Prob.
(msec)
0.4414 831 1.025 <1073
0.4424 481 1.028 L
0.4432 375 1.030 "
0.4474 165 1.039 "
0.4531 95 1.053 "
0.4614 59 1.072 L
0.4741 38 1.102 1.512%1078
0.4965 24 1.153 1.129%107°
19 1.215%107%4
0.5455 14 1.267 1.300%1073
0.7393 7 1.718 3.704%1072
1.657 4 3.849 1.562%1071
3.265 3 7.585 2.502%10"*
87
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0.080
0.100
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Appendix C: The Network Interface Board (NIB)

The network Interface board (NIB), designed by Lt. Richard Benken
of the FCDL (Benken, 1984), acts as an interface between a host computer
and an Ethernet LAN. It is based on two chips manufactured by Intel
(the 82586 Local Communications Controller and the 82501 Ethernet Serial
Interface) and a level switching driver (the 3Com tranmsceiver). A block
diagram of the prototype NIB is shown in Figure C.l. A more complete
description of the functions provided by the 82586 and the 82501 can be
found in Intel technical publications (Intel Corporation, 1982; and
Intel Corporation, 1983). Basically, the two~chip set embody the
CSMA/CD communications protocol of the Ethermet specification 1.0 (Digi-
tal Equipment Corporation and others, 1980), along with some diagnostics
features. The remainder of this chapter provides a brief overview of

the function of the NIB.

Basic Hosi-NIB Communications

The host computer communicates with the 82586 controller chip on
the NIB not directly, but through a buffer memory located on the NIB,
All data going into, and coming out from, the network passes through
this memory. Furthermore, all commands to the 8258 from the host
reside in this memory as well. On output, the host computer supplies a
starting address and pulses a control line causing the NIB to step
through the buffer memory addresses and f£ill the buffer memory with

commands and data. The 82586 controller chip is then signalled to act
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upon these commands and data. On input, the 82586 fills the buffer

- memory (initialize by the host computer) with received data packets, and
then signals the host computer of the reception. The host computer then
] accesses the buffer memory and pulses the data into its own memory.,

*i Bus arbitration between the host computer and the 82586 is handled
: by giving the 82586 access to the bus at the end of any host computer

{‘ memory cycle, whether or not the host computer has completed all

]

transfers, If the 82586 does steal the bus, it signals the host computer

through a control line. The host computer can then request the bus once
again through another control line, and will be given control as soon as )

! the 82586 finishes with its transfers. i

1 . .
} NIB to Host Interface ]
. X
b

The goal in the design of the NIB was to keep it generic enough to

- . %
allowing interfacing to any device having a parallel port. The inter-

dncalondiN 2 i d

face between the host and the NIB consists of 16 bidirectional

i

data/address lines, and 8 control lines, The function of each control

el

line is briefly described below.

RESET (input to NIB) - resets the 82586 and all necessary NIB
internal logic to bring the NIB to a predetermined state.

INT (output from NIB) - signals the host processor of an error,
receipt of data, or transmission of data.

o

D/A (input to NIB) ~ specifies whether the 16 bits on the
§ bidirectional lines constitute data or an address.

PO S SEPY

R/W (input to NIB) - specifies whether to read or write. Together
with the pevious input, D/A, four functions are specified:

[ - write data
~ read data
write address
channel attention (a host to 82586 prompt)

ANERES X 8 A Al A 5 SR
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DSSTR (input to NIB) ~ the data synchronization strobe has a dual
purpose depending on whether the NIB is being read from or written
to. In the read mode, it signals the NIB to output the data at
the next sequential address. In the write mode it signals the NIB
to strobe in the data on the bus into the present memory address
location and then increment the address to the next sequential
location.

BUSR (input to NIB) - signals the NIB that the host computer
requests control of the bus.

BUSAV (output from NIB) - informs the host computer of the current
status of bus availability; either the 82586 has control or the
host has control. Since the 82586 has priority control, and can
make ownership of the bus in the middle of a host tramsfer, the
line is designed to immediately inform the host of such a change.

DACK (output from NIB) - the data acknowledge line has a dual
purpose depending on whether the NIB is being read from or written
to. In the read mode, it asserts a pulse while the NIB holds the
data valid., In the write mode, it“s pulse acknowledges receipt of
the data or address.

NIB to Network Cable Interface

Lane aan an 4

PrOTPTT————

S L LA S P SRR

Using the Intel 82501 Ethernet Serial interface chip on the NIB,

any Ethernet-compatible transceiver cable hardware can be used to inter-
face the NIB to an Ethermet transceiver, and thus, the cable. The
network hardware specified in Chapter II will be used for the FCDL

network.
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j{ . Appendix D: NIB Operations Control SADT Actigrams

This appendix presents the software design for the control of the
NIB by an intelligent controller. The format adopted to present the
design is the Structured Analysis and Design Technique (SADT) developed
by SofTech (Softech, 1976). Included in the appendix are: a node index
in Table D.l; a complete set of actigrams in index order, each with a
page of explanatory text; and a data dictionary, Table D.2, defining the

terms used in the actigrams.

- e

It is assumed the reader is either familiar with the operation of
the Intel 8258 Local Communications Controller, or has access to the

technical manual describing its operation (Intel, 1983).
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TABLE D.1

Node Index

A-0 NIBOC - Network Interface Board Operations Control
A0 NIBOC -~ Network Interface Board Operatins Control

Al Initialize NIB . . & ¢ ¢« ¢ ¢ o ¢ o o o o
All Set Up 82586 SCP . . + v o o o « « &
Alll Reset NIB
All2 Specify SCB Address
All3 Load SCP Data Structure
Al2 Set Up 82586 ISCP . 4 « & o o « o o &
Al2l Specify ISCP Address
Al22 load ISCP Data Structure
Al3 Initialize 82586
A2 Configure NIB . . ¢« ¢ ¢ ¢« ¢ ¢ ¢ o o o o &
A2l Select Individual Address + « « « « &
A2]1]1 Specify CBL Address
A212 Load IA Command in CBL
A2]13 Specify SCB Address
A214 load SCB Data Structure
A215 Perform IA Command
A22 Select Multicast Address . « « « o o
- A221 Specify CBL Address
A222 Load MA Command in CBL
A223 Specify SCB Address
A224 Load SCB Data Structure
A225 Perform MA Command
A23 Select Configuration . o« o« « o o« «
A23]1 Specify CBL Address
A232 Load Configure Command in CBL
A233 Specify SCB Address
A234 load SCB Data Structure
A235 Perform Configure Command
A3 Diagnose NIB/Network System . « « « o «
A3l Perform 82586 Diagnose . . « « o o &
A3]11 Execute 82586 Diagnose .« ¢ « o« «
A3111 Specify CBL Address
A3112 Load Diagnose Command in CBL
A3113 Specify SCB Address
A3114 Load SCB Data Struture
A3115 Perform Diagnose Command
A312 Transfer Results to Host . . . .
A3]121 Specify Start Address of Data
A3122 Read Data to Host
A32 Perform Internal Loopback . . . . . .

A32] Perform Internal Loopback Set Up and Execution

\ A3211 Construct Intermal Loopback CBL . . . . . .
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TABLE D.1

Node Index (Continued)

Page
A32111 Construct Internal Loopback CBL
A32112 Load Internal Loopback Configure and
Transmit Commands in CBL
A3212 Prepare Transmission Data Structures . . . . 129
A32121 Specify Transmit Buffer Descriptor
Address
A32122 Load Transmit Buffer Descriptor Data
Structure
A32123 Specify Data Buffer Address
A32124 Load Data Buffer
A32]13 Prepare Reception Data Structures . . . « . . 131
A32131 Specify Receive Frame Descriptor v
Address
A32132 Load Receive Frame Descriptor Data
Structure
A32133 Specify Receive Buffer Descriptor
Address

A32134 Load RBD Data Structure
A3214 Prepare SCB and Execute Internal Loopback . . 133
A32141 Specify SCB Address

Vo
A32142 Load SCB Data Structure
A32143 Execute Internal Loopback CBL
A322 Transfer Results to Host .+ « ¢ ¢ ¢ o o ¢ o o« ¢ o o o 135
A33 Perform Externmal Loopback .+ « & « o &+ ¢ o ¢ ¢ o o o« o & 137
A331 Perform External Loopback Set Up and Execution . . . 139

A3311 Construct Externmal Loopback CBL . . . . . . . . 141
A33111 Specify CBL Address

A33112 Load External Loopback Configure and
Transmit Commands in CBL
A3312 Prepare Transmission Data Structures . . « « « « 143
A3313 Prepare Reception Data Structures . « « « « « & 145 |
A3314 Prepare SCB and Execute External Loopback . . . 147 .
A33141 Specify SCB Address ®
A33142 Lload SCB Data Structure 5
A33143 Execute External Loopback CBL R
A332 Transfer Results to Host . . . ¢ « ¢« o ¢ ¢ ¢ o &« o & 149 ]
A34 Perform TDR TeSL o « « o o o o o o o o o o o o o o o o o 151 R
A34]l Execute 82586 TDR & & o 4 ¢ « o o o o o o o o o o o 153 k
A3411 Specify CBL Address ®
A3412 Load TDR Command in CBL ]
A34]3 Specify SCB Address
A34l4 Load SCB Data Structure -
A34]5 Perform TDR Command )
A342 Transfer Results to Host . « ¢« & « ¢ ¢ o ¢ « ¢ « o & 155 -
o
]
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Node Index (Continued)

acailiedas

Page :

A4 Receive/Tramsmit Data . o o o o ¢ o o o o o o o o o o o o o 157 :
A4l Receive Network Data . « v v v ¢ o ¢ ¢ o o o o o o o o & 159 <
A4ll Prepare Reception Data Structures .« « « « « o o o & 161 *

A4111 Specify Frame Descriptor Address
A4112 Load Receive Frame Descriptor Data Structure
A4113 Specify Receive Buffer Descriptor Address
A4ll4 load RBD Data Structure
A412 Prepare SCB Start RU . & + « ¢ ¢ o o ¢ ¢ o o o o« o & 163
A412] Specify SCB Address
A4122 load SCB Data Structure
A4123 Start RU
A413 (Receive Data) )
A4l14 Transfer SCB Status to HOSt . & o« & ¢ ¢« 4 o & o & & 165 {

Al i

A4l141 Specify Start Address of SCB Status Data
A4142 Read SCB Status Data to Host
A4l5 Transfer Received Data to HOSt o o« & ¢ ¢ ¢ o o o o & 167

A4151 Specify Start Address of Received Data
A4152 Read Received Data to Host
A42 Transmit Network Data « o & o o o o o s o o o o o o o 169
- A42]1 Counstruct Transmit CBL & + & & & ¢ o ¢ o o o o s o« & 171
A42]11 Specify CBL Address
A4212 Load Transmit Commands in CBL
A422 Prepare Transmission Data Structures . . . . . . . . 173
A422] Specify Transmit Buffer Descripter Address
A4222 Load Transmit Buffer Descriptor Data Structure
A4223 Specify Data Buffer Address
A4224 Load Data Buffer
A423 Prepare SCB and Execute Transmit . « ¢ ¢ o o o o« o & 175
A4231 Specify SCB Address
A4232 load SCB Data Structure
A4233 Perform Transmit Command
A424 Transfer Transmit Command Status to Host . . . . . . 177
A424] Specify Start Address of Transmit Command
Status Data
A4242 Read Transmit Command Status Data to Host

el .

AR e

Y .

A5 Diagnose NIB EXTors . . o « o o o o o o o o 2 ¢ s o o o s 179 }
A5] Transfer SCB Status to HoSt . + ¢ ¢ ¢ ¢ ¢« ¢ o ¢ ¢ & o & 181 b
A51]1 Specify Start Address of SCB Status Data [

A512 Read SCB Status to Host ]

A52 Transfer Command Status to HoBt & o o & ¢ o ¢ o o« o & @ 183 ]
A521 Specify Start Address of Command Status Data ;

A522 Read Command Status Data to Host )

A53 Perform Dump Status . ¢ o « o ¢ o o o o s ¢ o o o o o o 185 ]
A531 Execute 82586 Dump SEatus . « o« o o o o o o o o s o 187 )

pd
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TABLE D.l
Node Index (Concluded)
Page
A5311 Specify CBL Address
A5312 Load Dump Status Command in CBL
A5313 Specify SCB Address
A5314 load SCB Data Structure
A5315 Perform Dump Status Command
A532 Transfer Results to Host . « « « o & . 189
v
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A-0 NIBOC - Network Interface Board Operations Control

At this level, NIBOC is seen as a complete system. Inputs include
commands and data from the host computer, and data received from the
network. Control inputs consist of: parallel port controls from the
host other than requesting the NIB bus; a reset input for resetting the
NIB; a prompt from the host called channel] attention; and a bus request
fnput. Outputs include: parallel port controls to the host; an
interrupt signal sent to the host; a bus available signal sent to the
host; data to the host; and data to the network.

Abstract: This diagram is the environment node. E
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A0 NIBOC - Network Interface Board Operations Control

Abstract: This diagram is the entire system decomposed along the five
major functions of the system: Initialization, Configuration, System
Diagnostics, Data Exchange, and Error Diagnostics. The execution of
each activity is sequential, and activity Receive/Transmit Data is the
primary activity during real-time operation. Note that control passes
between the last two activities as errors occur.

Implementation details are shown to be functionally separated into
five distinct processes. Initialization accepts commands and data from
the host computer via parallel port control and bus request inputs,
receives prompts reset and channel attention from the host, and
performs the activity Initialize NIB. This activity generates parallel
port control outputs to the host, tells the host the bus is available,
and outputs an interrupt to the host signalling activity completion.

Configuration performs the activity Configure NIB, which takes
commands and data from the host computer via parallel port and control
and bus request inputs, receives a channel attention prompt from the
host, and performs the activity Configure NIB. This activity generates
parallel port control outputs to the host, tells the host the bus is
available, and outputs an interrupt to the host signalling activity
completion.

System Diagnostics takes commands and data from the host computer
and data from the network, along with parallel port, bus request, and
channel attention prompts from the host, and performs the activity
Diagnose NIB/Network System. This activity generates parallel port
control outputs to the host, tells the host of bus availability,
outputs data to the host, and outputs an interrupt to the host
signalling activity completion.

Network Data Exchange takes commands and data from the host and
data from the network, along with parallel port, bus request, and
channel attention prompts from the host, and performs the activity
Receive/Transmit Data. This activity generates data to the host, data
to the network, parallel port control outputs to the host, tells the
host of bus availability, and outputs interrupts to the host signalling
activity completion. The interrupt output is also used to control
transfer of activity between Network Data Exchange and Error
Diagnostics.

Error Diagnostics takes commands and data from the host computer
via parallel port, bus request, channel attention, and interrupt
prompts from the host, and performs the activity Diagnose NIB Errors.
This activity generates data to the host, tells the host of bus
availability, outputs parallel port controls to the host, and outputs
interrupts to the host signalling activity completion. The interrupt
output is also used to control transfer of activity between Network
Data Exchange and Error Diagnostics.
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A23 Select Configuration

Abstract: This diagram decomposes the activity Select Configuration
into its major functions.

Select Configuration requires the host to create in NIB memory a 1
Command Block List (CBL) containing the Configure command. The 82586
System Control Block (SCB) is then prepared so that , when channel
attention is applied, the 82586 knows to execute the Configure command.
Execution of A231, A232, A233, A234, and A235 is sequential and is
implied by their positioning from upper left to lower right. The bus
available output from each activity is an indication as to whether or
not the 82586 has taken control of the NIB bus. During the activity
Select Confiquration, the 82586 does take control as it executes the
command. tHowever, the host is not asking for the bus at this time, so
there is no contention.

A23 (Identical to activity A211)

A232 Load Configure Command In CBL loads the Configure
parameters shown as inputs into the CBL located by activity A231.

After requesting the bus, the host loads the Configure command
parameters (according to the Configure command data structure) into the
CBL vie the parallel port controls write, data, and data strobe. The "
82586 responds with data acknowledgements.

A233  (Identical to activity A213)

A234  Load SCB Data Structure loads the SCB parameters shown into
the SCB data structure at the address specified in A233. After
requesting the bus, the host loads this data into the SCB data
structure via the parallel port controls write, data, and data strobe. M
tlote that the interrupt from either activity At3, activity A215, or
activity A225 (whichever one preceeded A23) must be acknowledged in the
input ACK. The 82586 responds to this activity with data
acknowledgements,

M'- A e e, -= Lo o o o o

P

A235 Perform Configure Cormmand is the execution of the Configure ]
command by the 82585. It is begun by the host applying channel ’
attention to the NIB. The NIB responds with an interrupt when command 2
execution is completed (if the I bit is set in the Configure CBL). ]

Again, the execution of these activities must be in the order E
A231, A232, A233, A234, A235. )
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A22 Select Multicast Addresses

Abstract: This diagram decomposes the activity Select Multicast
Addresses into its major functions.

Select Multicast Addresses requires the-host to create in NIB
memory a Command Block List (CBL) containing the Multicast Address (MA)
command. The 82586 System Control Block (SCB) is then prepared so
that, when channel attention is applied, the 82586 knows to execute the
MA command. Execution of A221, A222, A223, A224, and A225 is
sequential and is implied by their positioning from upper left to lower
right. The bus available output from each activity is an indication as
to whether or not the 82586 has taken control of the NIB bus. During
the activity Select Multicast Addresses, the 82586 does take control as
it executes the command. However, the host is not asking for the bus
at this time so there is no contention.

A221  (Identical to activity A211)

A222 Load MA Command In CBL loads the MA parameters shown as
fnputs into the CBL located by activity A221. After requesting the
bus, the host loads the MA command parameters (according to the MA
command data structure) into the CBL via the parallel port controls
write, data, and data strobe. The 82586 responds with
acknowledgements.

A223  (ldentical to activity A213)

A224 Load SCB Data Structure loads the SCB Parameters shown into
the SCB data structure at the address specified in A223. After
requesting the bus, the host loads this data into the SCB data
structure via the parallel port controls write, data, and data strobe.
Note that the interrupt from either activity A13 or activity A215
(whichever one preceeded A22) must be acknowledged in the input ACK.
The 82586 responds to this activity with data acknowledgements.

A225 Perform MA Command is the execution of the MA command by
the 82586. It is begun by the host applying channel attention to the
NIB. The NIB responds with an interrupt when command execution is
completed (if the I bit is set in the MA CBL).

Again, the execution of these activities must be in the order
A221, A222, A223, A224, A225.
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A21 Select Individual Address

Abstract: This diagram decomposes the activity Select Individual
Address into its major functions.

Select Individual Address requires the host to create in NIB
memory a Command Block List (CBL) containing the Individual Address
(IA) command. The 82586 System Control Block (SCB) is then prepared so
that, when channel attention is applied, the 82586 knows to execute the
IA command. Execution of A211, A212, A213, A214, and A215 is
sequential and is implied by their positioning from upper left to lower
right. The bus available cutput from each activity is an indication as
to whether or not the 82586 has taken control of the NIB bus. During
the activity Select Individual Address, the 82586 does take control as
it executes the command. However, the host is not asking for the bus
at this time so there is no contention.

A211  Specify CBL Address is performed by the host prior to
loading data into the address specified. After requesting the bus, the
host applies the CBL address to the parallel port via the write and
address controls. The 82586 responds with data acknowledge.

A212  Load IA Command In CBL loads the IA parameters shown as
inputs into the CBL located by activity A211. After requesting the
bus, the host loads the IA command parameters (according to the IA
command data structure) intc the CBL via the parallel port controls
write, data, and data strobe. The 82586 responds with
acknowledgements.

A213  Specify SCB Address is performed by the host prior to
loading data into the SCB. After requesting the bus, the host applies
the SCB address to the parallel port via the write and address
controls. The 82586 responds with data acknowledge.

A214  Load SCB Data Structure loads the SCB parameters shown into
the SCB data structure at the address specified in A213. After
requesting the bus, the host loads this data into the SCB data
structure via the parallel port controls write, data, and data strobe.
Note that the interrupt from activity A13 must be acknowledged in the
input ACK. The 82586 responds to this activity with acknowledgements.

A215  Perform A Command is the execution of the IA command by
the 82586. It is begun by the host applying channel attention to the
NIB. The NIB responds with an interrupt when command execution is
completed (if the I bit is set in the IA CBL).

Again, the execution of these activities must be in the order
A211, A212, A213, A214, A215.
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A2 Configure NIB

Abstract: This diagram decomposes the activity of Configuration into
its major functions.

Configuration is composed of activities-which give the NIB its
identity and tailor its operation to variations of the Ethernet
protocol. Although the order of execution of the activities A21, A22,
and A23 is implied by the interrupt output of one activity feeding in
as a control input on the next activity, the execution can be in any
order. However, activity Select Individual Address must be
accomplished to ensure the NIB of an identity. The bus available
output from each activity is an indication as to whether or not the
82586 has taren control of the NIB bus. During the activity Configure
NIB, the 82536 does take control of the bus during the execution of the
commands. However, the host is not asking for the bus at these times,
so there is no contention. The interrupt output from each activity is
typically the result of the host setting the interrupt bit in a command
to the 82586, although it could be the result of an error. For either
reason, the interrupt must be acknowledged by the host before the next
activity can be completed. Therefore, interrupt is shown as a control
on each activity.

A21  Select Individual Address assigns a unique (up to) 6 byte
address to the NIB. It uses this address to identify data packets
intended for it, and to indicate the source of data packets sent by it.
After requesting the bus, the host uses parallel port controls to input
commands and data for executing this activity. The NIB responds with
parallel port controls while accepting commands and data, and signals
an interrupt when finished.

A22 Select Multicast Addresses, in a manner similar to Select
Individual Addresses, assigns one or more addresses by which the NIB
can be identified. After requesting the bus, the host uses parallel
port controls to input commands and data for executing this activity.
The NIB responds with parallel port controls while accepting commands
and data, and signals an interrupt when finished.

A23 Select Configuration handles the setting of parameters which
vary the protocol from the default Ethernet standard. After requesting
the bus, the host uses parallel port controls to input commands and
data for executing this activity. The NIB responds with parallel port
controls while accepting commands and data, and signals an interrupt
when finished. 4

Again, the sequence of these activities is not important, but the ]
execution of Select Individual Address is the minimum requirement. 4
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A12 Set Up 82586 1SCP

Abstract: This diagram decomposes the activity Set Up 82586 ISCP into
its major functions. ’

Set Up 82586 ISCP requires the specification of the ISCP starting
address, and the loading of the data into the ISCP data structure.
Execution of A121 and A122 is sequential and is implied by their
positioning from upper left to lower right. The bus available output
from each activity is an indication as to whether or not the 82586 has
taken control of the NIB bus. During the activity Set Up 82586 1SCP,
the 82586 does not ever take control as it is still being prepared.

A121  Specify ISCP Address is performed by the host to notify the
82586 of the location of the ISCP data structure. After requesting the
bus, the host applies the ISCP address to the parallel port via the
write and address controls. The 82586 responds with data acknowledge.

A122 Load ISCP Data Structure loads the values of Busy, SCB
Offset, and SCB Base into the ISCP. After requesting the bus, the host
loads this data into the ISCP data structure via the parallel port
controls write, data, and data strobe. The 82586 responds with
acknowledgements.
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A1t Set Up 82586 SCP

Abstract: This diagram decomposes the activity Set Up 82586 SCP into
its major functions.

vvdv‘rv.v_'r,v’
: .

Set Up 82586 SCP requires the resetting of the 82586,
specification of the SCP starting address, and the loading of the data
into the SCP data structure. Execution of A111, A112, and A113 is
sequential and is implied by the their positioning from upper left to
lower right. The bus available output from each activity is an
indication as to whether or not the 82586 has taken control of the NIB
bus. During the activity Set Up 82586 SCP, the 82586 does not ever
take control as it is still being prepared.

A111  Reset NIB is a function handled by the 82586 and initiated
by the host applying reset to the NIB. It prepares the 82586 for the
remaining steps in initialization.

A112 Specify SCP Address is performed by the host to notify the
82586 of the location of the SCP data structure. After requesting the
bus, the host applies the SCP address to the parallel port via the
write and address controls. The 82586 responds with data acknowledge.

A113  Load SCP Data Structure loads the values of Sysbus and the
location of the ISCP into the SCP. After requesting the bus, the host
loads this data into the SCP data structure via the parallel port
controls write, data, and data strobe. The 82586 responds with
acknowledgements.
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A1 Initialize NIB

Abstract: This diagram decomposes the activity of Initialization into
its major functions.

Initialization requires the preparation of two 82586 data
structures, the System Configuration Pointer (SCP) and the Intermediate
System Control Pointer (ISCP). Execution of A11, A12, and A13 is
sequential and is implied by their positioning from upper left to lower
right. The bus available output from each activity is an indication as
to whether or not the 82586 has taken control of the NIB bus. During
the activity Initialize NIB, the 82586 does take control as it does the
initialization (activity A13). However, the host is not asking for the
bus at this time so there is no contention.

A11  Set Up 82586 SCP handles the preparation of the 82586 SCP by
the host computer. After applying a reset, the NIB bus is requested by
the host. Appropriate commands and data are issued to the 82586 SCP
via parallel port controls to and from the host.

A12 Set Up 82586 ISCP handles the preparation of the 82586 ISCP
by the host computer. The HNIB bus is first requested by the host, and
then appropriate commands and data are issued to the 82586 ISCP via
parallel port controls to and from the host.

A13  Initialize 82586 is the actual execution of the 82586
initialization process internal to the 82586. Channel attention is
applied by the host, and the 82586 indicates completion via the
interrupt output.
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A3 Diagnose NIB/Network System

Abstract: This diagram decomposes the activity of System Diagnostics
into its major functions.

System Diagnostics is composed of activities which test the
operation of the 82586 and the integrity of the network. Although the
order of execution of the activities A31, A32, A33, and A34 is implied
by the interrupt output of one activity feeding in as a control input
on the next activity, the execution can be in any order. However, the
order as shown is recommended since additional hardware is tested at
each step. The bus available output from each activity is an
indication as to whether or not the 82586 has taken control of the NIB
bus. During the activity A3, the 82586 does take control of the bus
during the execution of the commands. However, the host is not
actively asking for the bus at these times, so there is no contention.
The interrupt output from each activity is typically the result of the
host setting the interrupt bit in a command to the 82586, although it
could be the result of an error. For either reason, the interrupt must
be acknowledgad by the host before the next activity can be completed.
Therefore, interrupt is shown as a control on each activity.

A31 Perform 82580 Diagnose executes a diagnostic test of the
82586 internal timer hardware. After requesting the bus, the host uses
parallel port controls to input commands and data for executing this
activity. The NIB responds with parallel port controls while accepting
commands and data. The host starts command execution by applying
channel attention, and the NIB signals an interrupt when finished with
command execution. The results of the test are then collected by the
host for analysis.

A32 Perform Internal Loopback executes a diagnostic test of the
transmission and reception functions of the 82586 internally. The
description of the inputs and outputs is the same as for A31. The
results of the test are then collected by the host for analysis.

A33 Perform External Loopback executes a diagnostic test of the
transmission and reception functions of the 82586 for a frame limited
to 18 bytes. Unlike activity A32, however, activity A33 allows the
checking of external hardware as well as the serial link to the
transceiver. The description of the inputs and outputs is the same as
for A31. During command execution, data from the network (the data
sent by the NIB) {s received by the NIB. The results of the test are
then collected by the host for analysis.

A34  Perform TDR Test executes a time domain reflectometer test
on the serial link. By performing the test, shorts or opens on the
network serial link, and their location, can be identified. The
description of the inputs and outputs is the same as for A31. During
command execution, data from the network (the reflected signals, if
any) is received by the NIB. The results of the test are then
collected by the host for analysis.

Again, the order of execution of activities A31, A32, A33, and A34
is not important, but the order shown is recommended.
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A31 Perform 82586 Diagnose

Abstract: This diagram decomposes the activity Perform 82586 Diagnose
into its major functions.

Perform 82586 Diagnose is composed of activities which set up and
execute the 82586 diagnose command and transfer the results to the
host. The order of execution of activities A31% and A312 is sequential
as implied by their positioning from upper left to lower right.

A311  Execute 82586 Diagnose performs the internal 82586 timer
test. After requesting the bus, the host uses parallel port controls
to input commands and data for executing this activity. The host must
also acknowledge the interrupt (shown as a control input) that was
generated by the NIB upon completion of a previous activity (such as
A235). The NIB responds with parallel port controls while accepting
commands and data. The host starts command execution by applying
channel attention, and the NIB signals an interrupt when finished with
command execution. The bus available output from this activity is an
indication as to whether or not the 82586 has taken control of the NIB
bus. During the activity Execute 82586 Diaanose, the 82586 does take
control of the bus during the execution of the commands. However, the
host is not actively asking for the bus at these times, so there is no
contention. The interrupt output from this activity is typically the
result of the host setting the interrupt bit in the command to the
82586, although it could be the result of an error. For either reason,
the interrupt must be acknowledged by the host befere the next activity
prompted by a channel attention can be completed.

A312  Transfer Results To Host handles the movement of data from
the HIB memory to the host. After requesting the bus, the host uses
parallel port controls to input the starting address of the data to be
transferred and to step through the NIB memory. The NIB responds with
parallel port controls to the host for synchronization, and with the
data. The bus available output is an indication as to whether or not
the 82586 has taken control of the NIB bus. During the activity
Transfer Results To Host, the 82586 does not ever take control, so
there is no contention problem.

Again, the execution of these activities must be in the order
A311, A312.
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A311 Execute 82586 Diagnose

Abstract: This diagram decomposes the activity Execute 82586 Diagnose
into its major functions.

Execute 82586 Diagnose requires the host to create in NIB memory a
Command Block List (COBL) containing the Diagnose command. The 82586
System Control Block (SCB) is then prepared so that, when channel
attention is applied, the 82586 knows to execute the Diagnose command.
Execution of A3111, A3112, A3113, A3114, and A3115 is sequential and is
implied by their positioning from upper left to lower right. The bus
available output from each activity is an indication as to whether or
not the 82586 has taken control of the HIB bus. During the activity
Execute 82586 Diagnose, the 82586 does take control as it executes the
command. However, the host is not asking for the bus at this time, so
there is no contention.

A3111  (Identical to activity A211)

A3112 Load Diagnose Command In CBL loads the Diagnose parameters
shown as inputs into the CBL located by activity A3111. After
requesting the bus, the host loads the Diagnose command parameters
(according to the Diagnose command data structure) into the CBL via the
parallel port controls write, data, and data strobe. The 82586
responds with data acknowledgements.

A3113  (Identical to activity A213)

A3114 Load SCB Data Structure loads the SCB parameters shown
into the SCB data structure at the address specified in A3113. After
requesting the bus, the host loads this data into the SCB data
structure via the parallel port controls write, data, and data strobe.
Note that the interrupt generated from a previous activity must be
acknowledged in the input ACK. The 82586 responds to this activity
with data acknowledgements.

A3115 Perform Diagnose Command is the execution of the Diagnose
command by the 82586. 1t is begun by the host applying channel
attention to the NIB. The NIB responds with an interrupt when command
execution is completed (if the I bit is set in the Diagnose CBL).

Again, the execution of these activities must be in the order
A3111, A3112, A3113, A3114, A3115.
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A312 Transfer Results To Host

Abstract: This diagram decomposes the activity Transfer Results To
Host into its major functions.

Transfer Results To Host is composed of activities which locate
the data of interest and move it to the host. The order of execution
of activities A3121 and A3122 is sequential as implied by their
positioning from upper left to lower right. The bus available output
is an indication as to whether or not the 82586 has taken control of
the NIB bus. During the activity Transfer Results To Host, the 82586
does not ever take control, so there is no contention problem.

A3121 Specify Start Address Of Data locates the starting address
of the data, and is performed by the host prior to reading the data
from the MNIB memory. After requesting the bus, the host applies the
data starting address to the parallel port via the write and address
controls. The 82580 responds with data acknowledge.

A3122 Read Data To Host handles the actual function of
transferring the data. After requesting the bus, the host uses the
parallel port controls read, data, and data strobe to step through NIB
memory and read the datas. Data is transferred to the host, and the NIB
responds with data acknowledgements.

Again, the execution of these activities must be in the order
A3121, A3122.
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A32 Perform Internal Loopback

Abstract: This diagram decomposes the activity Perform Internal
Loopback into its major functions.

Perform Internal Loopback is composed of activities which set up
and execute the 82586 internal loopback test and transfer the results
to the host. The order of execution of activities A321 and A322 is
sequential as implied by their positioning from upper left to lower
right.

A321 Perform Internal Loopback Set Up And Execution prepares the
NIB to do the internal loopback test and then executes it. After
requesting the bus, the host uses parallel port controls to input
commands and data for preparing and executing this activity. The host
must also acknowledge the interrupt (shown as a control input) that was
generated by the NIB upon completion of a previous activity. The NIB
responds with parallel port controls while accepting commands and data.
The host starts command execution by applying channel attention, and
the NIB signals an interrupt when finished with command execution. The
bus available output from this activity is an indication as to whether
or not the 82586 has taken control of the NIB bus. During the activity
Perform Internal Loopback Set Up And Execution, the 82586 does take
control of the bus during the execution of the commands. However, the
host is not actively asking for the bus at these times, so there is no
contention. The interrupt output from this activity is typically the
result of the host setting the interrupt bit in the command to the
82586, although it could be the result of an error. For either reason,
the interrupt must be acknowledged by the host before the next activity
prompted by a channel attention can be completed.

A322 (Identical to activity A312)

Again, the execution of these activities must be in the order
A321, A322.
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A321 Perform Internal Loopback Set Up And Execution

Abstract: This diagram decomposes the activity Perform Internal
Loopback Set Up And Execution into its major functions.

Perform Internal Loopback Set Up And Execution requires the host
to create in NIB memory a Command Block List (CBL) containing the
Configure command with internal loopback specified, and the Transmit
command. Since a data packet is transmitted and received (although
internal to the 82586), the transmission and reception data structures
must also be prepared by the host. Finally, the 82586 System Control
Block (SCB) is then prepared so that, when channel attention is
applied, the 82560 knows to execute the internal loopback test.
Execution of A3211, A3212, and A3213 can be in any order, but A3214
must occur last. The bus available output from each activity is an
indication as to whether or not the 82586 has taken control of the NIB
bus. During the activity Prepare SCB And Execute Internal Loopback,
the 82586 does take control as it executes the command. However, the
host is not asking for the bus at this time, so there is no contention.
In the other three activities, the 82586 does not ever take control of
the bus.

A3211  Construct Internal Loopback CBL handles the creation of a
CBL containing the Configure command set for internal loopback. After
requesting the bus, the host uses parallel port controls to input
commands and data for executing this activity. The NIB responds with
data acknowledgements while accepting commands and data.

A3212  Prepare Transmission Data Structures handles the
initialization of the 82586 transmission data structures in
anticipation of transmitting a data packet. The description of the
inputs and outputs is the same as for A3211.

A3213  Prepare Reception Data Structures handles the
initialization of the 82586 reception data structures in anticipation
of receiving a data packet. The description of the inputs and outputs
is the same as for A3211.

A3214  Prepare SCB And Execute Internal Loopback handles the
preparation of the SCB and the execution of the Configure command that
is set for internal loopback. After requesting the bus, the host uses
parallel port controls to input commands and data for executing this
activity. The host must also acknowledge the interrupt (shown as a
control input) that was generated by the NIB upon completion of a
previous activity. The NIB responds with parallel port controls while
accepting commands and data. The host starts command execution by
applying channel attention, and the NIB signals an interrupt when
finished with command execution. The interrupt output from this
activity is typically the result of the host setting the interrupt bit
in the command to the 82586, although it could be the result of an
error. For either reason, the interrupt must be acknowledged by the
host.
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A3211 Construct Internal Loopback CBL

Abstract: This diagram decomposes the activity Construct Internal
Loopback CBL into its major functions.

Construct Internal Loopback CBL requires the host to create in NIB
pemory a Command Block List (CBL) containing the Configure command set
for internal lonpback, and a Transmit command for the packet to be
internally passed. Execution of activities A32111 and A32112 is
sequential as implied by their positioning from upper left to lower
right. The bus available output from each activity is an indication as
to whather or not the 82586 has taken control of the NIB bus. During
the activity Construct Internal Loopback CBL, the 82586 does not ever
take control of the bus, so there is no contention problem.

A32111  (Identical to activity A211)

A32112  Losd Internal Loopback Configure And Transmit Commands In
CBL loads the Cenfigure and Transmit parameters shown as inputs into
the CBL located by activity A32111. After requesting the bus, the host
loads the Cenfigure and Transmit command parameters (according to their
respective data structures) into the CBL via the parallel port controls
write, data, and data strobe. The 82586 responds with
acknowledgen~ntis.

Again, the order of execution is A32111, A32112.
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A3311 Construct External Loopback CBL

Abstract: This diagram decomposes the activity Construct External
Loopback CBL into its major functions.

Construct External Loopback CLL requires the host to create in MIB
memory a Command Block List (CBL) containing the Conficure command set
for external loopback, aend a Transmit command for the packet to be
externally transmitted. Execution of activities A33111 and A33112 is
secquential as implied by their positioning from upper left to lower
right. The bus available output from each activity is an indication as
to whether or not the 82580 has taeken control of the WJ3 bus. During
the activity Construct External Loopback CBL, the 82585 does not ever
take control of the bus, so there is no contention problen.

A33111 (Identical to activity A211)

A33112  Load External Loopbeck Configure And Transnit Commands In
CBL loads the Configure and Transmit parameters shown as inputs into
the CBL located by activity A33111. After requesting ihe bus, the host
loads the Configure and Transmit command parameters (according to their
respective data structures) into the C5L vie the parallel port controls
write, data, and data strebe. The 82586 responds with
acknowledgenents,

Again, the order of execution is A33111, A33112.
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A331 Perform External Loopback Set Up And Execution

Abstract: This diagram decomposes the activity Perform External
Loopback Set Up And Execution into its major functions.

Perform External Loopback Set Up And Execution requires the host
to create in NIB memory a Command Block List (CBL) containing the
Configure command with enternal loopback specified, and a Transmit
cormand. Since a data packet is transmitted and received, the
transmission and reception data structures must also be prepared by the
host. Fipally, the 82586 System Control Block (SCB) is then prepared
so that, when channel attention is applied, the 82586 knows to execute
the external loopback test. Execution of A3311, A3312, and A3313 can
be in any order, but A3314 must be last. The bus available output from
each activity is an indication as to whether or not the 82586 has taken
control of the NIB bus. During the activity A3314, the 82586 does take
control as it executes the commands. However, the host is not actively
asking for the bus at these times, so there is no contention. In the
other threa activities, the 82586 does not ever take control of the
bus.

A3311  Construct External Loopback CBL handles the creation of a
CBL containing the Configure command (for external loopback) and the
Transmit command. After requesting the bus, the host uses parallel
port controls to input commands and data for executing this activity.
The NIB responds with data acknowledgements while accepting commands
and data.

A3312  (Identical to activity A3212)

A3313  (Identical to activity A3213)

A3314  Prepare SCB And Execute External Loopback handles the
preparation of the SCB and the execution of the Configure and Transmit
commands for external lcopback. After requesting the bus, the host
uses parallel port controls to input commands and data for executing
this activity. The host must also acknowledge the interrupt (shown as
a control input) that was generated by the NIB upon completion of a
previous activity (such as A32143). The NIB responds with parallel
port controls while accepting commands and data. The host starts
command execution by applying channel attention, and the NIB signals an
interrupt when finished with command execution. During execution the
data transmitted is received from the network. The interrupt output
from this activity is typically the result of the host setting the
interrupt bit in the command to the 82586, although it could be the
result of an error. For either reason, the interrupt must be
acknowledged by the host before the next activity prompted by channel
attention can be completed.

Again, the execution of activities A3311, A3312, and A3313 can be
in any order, but A3314 nmust be last.
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A33 Perform External Loophback

Abstract: This diagram decomposes the activity Perform External
Loopback into its major functions.

Perform External Loopback is composed of activities which set up
and execute the 82586 external loopback test and transfer the results
to the host. The crder of execution of activities A331 and A332 is
sequential as implied by their positioning from upper left to lower
right.

A331  Perform External Loopback Set Up And Execution prepares the
NIB for the external loopback test and then executes it. After
requesting the bus, the host uses parallel port controls to input
comnands and data for preparing and executing this activity. The host
must also ackno.rledge the interrupt (shown as a control input) that was
generated by the NID upon completion of a previous activity. The NIB
responds with parallel port controls while accepting commands and data.
The host starts command execution by applying channel attention, and
the NIB signals an interrupt when finished with command execution.
Durina execution, a data packet is transmitted and received, so data
from the network is shown as an input. The bus available output from
this activity is an indication as to whether or not the 82586 has taken
control of the MNIB bus. During the activity Perform External Loopback
Set Up And Execution, the 82586 does take control of the bus during the
execution of the commands. However, the host is not actively asking
forthe bus at these times, so there is no contention. The interrpt
output from this activity is typically the result of the host setting
the interrupt bit in the command to the 82586, although it could be the
result of an error. For either reason, the interrupt must be
acknowledged by the host before the next activity prompted by a channel
attention can be completed.

A332 (Identical to activity A312)

Again, the execution of these activities must be in the order
A331, A332.
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A322 Transfer Results To Host

Abstract: This diagram, other than the content of the data transmitted,

P‘ is identical in function to activity A312. This activity transmits the i
q results of the internal loopback test, whereas activity A312 transmits )
I the results of the diagnose test.
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A3214 Prepare SCB And Execute Internal Loopback

Abstract: This diagram decomposes the activity Prepare SCB And Execute
Internal Loopback into its major functions.

Prepare SCB And Execute Internal Loopback requires the host to
prepare the 82586 System Control Block (SCB) so that, when channel
attention is applied, the 82586 knows to execute the Configure command
set for the internal loopback test. Execution of A32141, A32142, and
A32143 is sequential and is implied by their positioning from upper
left to lower right. The bus available output from each activity is an
indication as to wnether or not the 82586 has taken control of the NIB
bus. During the activities A32141 and A32142, the 82586 does not ever
take control of the bus, so there is no contention for the bus. During
activity A32143, the 82586 does take control during execution of the
command. However, the host is not actively asking for the bus during
this time, so there is again no contention.

A32141  (Identical to activity A213)

A32142 Load SCB Data Structure loads the SCB parameters shown
into the SCB data structure at the address specirtied in A32141. lote
that this activity differs from activity A214 in that the parameter RUC
must be included to turn the 62536 Receive Unit (RU) on. After
requesting the bus, the host loads this data into the SCB data
structure via the parallel port controls write, data, and data strobe.
Note that the interrupt from a previous activity (such as A3115) nust
be acknowledged in the input ACK. The 82586 responds to this activity
with acknowledgements.

A32143  Execute Internal Loopback CBL is the execution of the
Configure (sct for internal loopback) and Transmit commands in the CBL
by the 82586. It is begun by the host applying channel attention to
the NIB. The NIB responds with an interrupt when cormand execution is
completed (if the I bit is set in the Transmit command).

Again, the execution of these activities must be in the order
A32141, A32142, A32143.
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A3213 Prepare Reception Data Structures

L Abstract: This diagram decomposes the activity Prepare Reception Data
C Structures into its major functions.

! Prepare Reception Data Structures handles the preparation of the
{ Receive Frame Descriptor (RFD) and the Receive Buffer Descriptor (RBD)
, for an incoming data packet. Execution of A32131, A32132, A32133, and
. A32134 is sequential as implied by their positioning from upper left to
lower right. The bus available output from each activity is an

p indication as to whether or not the 82586 has taken control of the NIB
bus. During the activity Prepare Reception Data Structures, the 82586
does not ever take control, so there is no contention for the bus.

A32131  Specify Receive Frame Descriptor Address is performed by
the host prior to loading data into the RFD. After requesting the bus,
f‘g the host applies the RFD address to the parallel port via the write and

address controls. The 82586 responds with data acknowledge.
; A32132 Load Rececive Frame Descriptor Data Structure loads the
§ RFD parameters shown as inputs into the RFD located by activity A32131.
b After requesting the bus, the host loads the RFD parameters (according
to the RFD data structure) into the RFD via the parallel port controls
write, data, and data strobe. The 82586 responds with
acknowledgenents.

A32133  Specify Receive Buffer Descriptor Address is performed by
the host prior to loading data into the RBD. After requesting the bus,
the host applies the RBD address to the parallel port via the write and
address controls. The 82586 responds with data acknowledge. '

A32134 Load RBD Data Structure loads the RBD parameters shown as !
inputs into the RBD located by activity A32133. After requesting the
bus, the host loads the RBD parameters (according to the RBD data
structure) into the RBD via the parallel port controls write, data, and
data strobe. The 82586 responds with acknowledgements. :

Again, the execution of activities is in the order A32131, A32132, i

A32133, and A32134.
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A3212 Prepare Transmission Data Structures

Abstract: This diagram decomposes the activity Prepare Transmission
’(', Data Structures into its major functions.

- Prepare Transmission Data Structures handles the preparation of

the Transmit Buffer Descriptor (TBD) and the Data Buffer containing the

data to be transmitted. Execution of A32121, A32122, A32123, and

. A32124 is sequential as implied by their positioning from upper left to

-ii‘ lower right. The bus available output from each activity is an

indication as to whether or not the 82586 has taken control of the NIB

bus. During the activity Prepare Transmission Data Structures, the

b 82586 does not ever take control, so there is no contention for the

o bus.

L A32121  Specify Transmit Buffer Descriptor Address is performed

{gg by the host prior to loading data into the TBD. After requesting the

T ’ bus, the host applies the T8D address to the parallel port via the
write and address controls. The 82586 responds with data acknowledge.

A32122 Load Transmit Buffer Descriptor Data Structure loads the
TBD parameters shown as inputs into the TBD located by activity A32121.
After requesting the bus, the host loads the TBD parameters (according
to the TBD data structure) into the TBD via the parallel port controls
write, data, and data strobe. The 82586 responds with
acknowledgements.

A32123  Specify Data Buffer Address is performed by the host
prior to loading the data to be transmitted into the buffer. After
requesting the bus, the host applies the data buffer address to the
parallel port via the write and address controls. The 82586 responds
with data acknowledge.

A32124 Load Data Buffer loads the data buffer with the data to
be transmitted. After requesting the bus, the host loads the buffer
via the parallel port controls write, data, and data strobe. The 82586
responds with acknowledgements.j

Again, the execution of activities is in the order A32121, A32122,
A32123, and A32124.
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; o A3312 Prepare Transmission Data Structures
‘. :

Abstract: This activity performs the same function as activity A3212.
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A3313 Prepare Reception Data Structures

Abstract:

This activity performs the same function as activity A3213.
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A3314 Prepare SCB And Execute External Loopback

Abstract: This diagram decomposes the activity Prepare SCB And Execute
External Loopback into its major functions.

Prepare SCB And Execute External Loopback requires the host to
prepare the 82586 System Control Block (SCB) so that, when channel
attention is applied, the 82586 knows to execute the Configure cormmand
(set to external loopback) and the Transmit command. Execution of
A33141, A33142, and A33143 is sequential and is implied by their
positioning from upper left to lower right. The bus available output
from each activity is an indication as to whether or not the 82586 has
taken control of the NIB bus. During the activities A33141 and A33142,
the 82586 does not ever take control of the bus, so there is no
contention for the bus. During activity A33143, the 82586 does take
control during execution of the command. However, the host is not
actively asking for the bus during this time, so there is again no
contention.

A33141 (ldentical to activity A213)

A33142  (ldentical to activity A32142)

A33143 Execute External Loopback CBL is the execution of the
Configure (set for external loopback) and Transmit commands in the CBL
by the 82586. It is begun by the host applying channel attention to
the NIB. During execution, a data packet is transmitted and received.
The NIB responds with an interrupt when command execution is completed
(if the I bit is set in the Transmit command).

Again, the execution of these activities must be in the order
A33141, A33142, A33143.
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A332 Transfer Results To Host

Abstract: This activity performs the same function as activity A312.
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A34 Perform TDR Test

Abstract: This diagram decomposes the activity Perform TDR Test into
its major functions.

Perform TDR Test is composed of activities which set up and
execute the 82586 TDR command and transfer the results to the host.
The order of execution of activities A341 and A342 is sequential as
implied by their positioning from upper left to lower right.

A341  Execute 82586 TDR performs the Time Domain Reflectometer
test. After requesting the bus, the host uses parallel port controls
to input commands and data for executing this activity. The host must
also acknowledge the interrupt (shown as a control input) that was
generated by the NIB upon completion of a previous activity (such as
A33143). The MIB responds with parallel port controls while accepting
commands and data. The host starts command execution by applying
channel attention, and the NIB signals an interrupt when finished with
command execution. The bus available output from this activity is an
indication as to whther or not the 82586 has taken control of the NIB
bus. During the activity Execute 82586 TDR, the £2586 does take
control of the bus during the execution of the command, However, the
host is not actively asking for the bus at this time, so there is no
contention. The interrupt output from this activity is typically the
result of the host setting the interrupt bit in the command to the
82586, although it could be the result of an error. For either reason,
the interrupt must be acknowledged by the host before the next activity
prompted by a channel attention can be completed.

A342 (Identical to activity A312)

Again, the execution of these activities must be in the order
A341, A342.
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A341 Execute 82586 TDR

Abstract: This diagram decomposes the activity Execute 82586 TDR into
its major functions.

Execute 82586 TDR requires the host to create in NIB memory a
Command Block List (CBL) containing the TDR command. The 82586 System
Control Block (SCB) is then prepared so that, when channel attention is
applied, the 82586 knows to execute the TDR commnand. Execution of
A3411, A3412, A3413, A23414, and A3415 is sequential as implied by their
positioning from upper left to lower right. The bus available output
from each activity is an indication as to whether or not the 82586 has
taken control of the NID bus. During the activity Execute 82586 TDR,
the 82585 does take control as it executes the command. However, the
host is not actively asking for the bus at this time, so there is no
contention.

A3411  (ldentical to activity A211)

A3412 Load TDR Command In CBL loads the TDR parameters shown as
inputs into the CBL located by activity A3411. After requesting the
bus, the host loads the TDR command parameters (according to the TDR
command data structure) into the CBL via the parallel port controls
write, data, and data strobe. The 82586 responds with data
acknowledgements.

A3413 (Identical to activity A213)

A3414  Load SCB Data Structure loads the SCB parameters shoen
into the SCB data structure at the address specified in A3413. After
requesting the bus, the host loads this data into the SCB data
structure via the parallel port controls write, data, and data strobe.
Note that the interrupt gecnerated from a previous activity must be
acknowledged in the input ACK. The 82586 responds to this activity
with data acknowledgements.

A3415 Perform TDR Command is the execution of the TDR command by
the 82586. It is begun by the host applying channel attention to the
NIB, and the network response is collected by the NIB. The NIB
responds with an interrupt when command execution is completed (if the
I bit is set in the TDR CBL).

Again, the execution of these activities must be in the order
A3411, A3412, A3413, A3414, A3415.
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A342 Transfer Results To Host

Abstract:

This activity performs the same function as activity A312.
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A42 Transmit Network Data

Abstract: This diagram decomposes the activity Transmit Network Data
into its major functions.

Transmit Network Data performs the task of data transmission over
the network. This is accomplished by constructing a Command Block List
(CBL) cuntaining one or more Transmit commands, preparing the
transmission data structures, executing the command(s), and then
verifying their correct transmission. Execution of activities A421,
A422, M23, and A424 is sequential as implied by their positioning from
upper left to lower right. The host must monitor bus available wvhile
transferring commands and data to and from the NIB. Should the 82586
take over the NIB bus, the host can either save its state and continue
the interrupted activity later, or start the interrupted activity over.
Therefore, bus available is shown as a control input and an output from
every activity.

A&21  Construct Transmit CBL prepares a CBL of one or more
Transmit commands. After requesting the available bus, the host uses
parallel port controls to input commands and data from the host. The
HID responds with data acknowledges while accepting the commands and
data.

A422  Prepar=a Transmission Data Structures performs the same
function as activity A3212. The only difference is that the activity
may have to be repeated or continued later if the 82586 takes over the
NIB bus during its execution.

A423  Prepare SCB And Execute Transmit handles the set up of the
SCB and the execution of the Transmit command CBL. After requesting
the available bus, the host uses parallel port controls to input
commands and data for executing this activity. The NIB responds with
data acknowledgements. The interrupt from a previous activity must be
acknowledged by the host prior to executing the CBL. The host starts
the transmission process by applying channel attention to the NIB, and
the result is the transmission of data to the network. The NIB signals
an interrupt upon completion of command execution.

A424  Transfer Transmit Command Status To Host transfers the
status of the data transmission to the host. After requesting the
available bus, the host uses parallel port controls to input commands
and data for executing this activity. The NIB responds with data
acknowledgements. The result of this activity is the transfer of the
Transmit command status word to the host.

Again, the order of execution is A421, A422, A423, A424.
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A415 Transfer Received Data To Host

Abstract: This diagram decomposes the activity Transfer Received Data
To Host into its major functions.

Transfer Received Data To Host handles the transfer of the data
received from the network to the host. Execution of activities A4151
and A4152 is sequential as implied by their positioning from upper left
to lower right. The host must monitor bus available while transferring
commands and data to and from the NIB. Should the 82586 take over the
bus, the host can either save its state and continue the interrupted
activity later, or start the interrupted activity over. Therefore, bus
available is shown as a control input and an output from activities
A4151 and A4152.

A4151  Specify Start Address Of Received Data is performed by the
host prior to transferring the received data to the host. After
requesting the available bus, the host applies the start address of the
received data to the paralle! port via the write and address controls.
The NIB responds with data acknowledge.

A4152 Read Received Data To Host handles the function of
transferring the received data. After requesting the bus, the host
uses parallel part controls read, data, and data strobe to step through
NIB memory and read the status data. Data is transferred to the host,
and the NIB responds with data acknowledgements.

Again, execution is in the order A4151, A4152.
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A414 Transfer SCB Status To Host

Abstract: This diagram decomposes the activity Transfer SCB Status To
Host into its major functions.

Transfer SCB Status To Host handles the movement of the System
Control Block (SCB) status word from NIB memory to host memory.
Execution of A4141 and A4142 is sequential as implied by their
positioning from upper left to lower right. The host must monitor bus
available while transferring commands and data to and from the HIB.
Should the 82586 take over the bus, the host can either save its state
and continue the interrupted activity later, or start the interrupted
activity over. Therefore, bus available is shown as a control input
and an output from activities A4141 and A4142,

A4141  Specify Address Of SCB Status Data is performed by the
host prior to transferring the SCB status vord to the host. After
requesting the available bus, the host applies the start address of the
SCB status word to the parallel port via the write and address
controls. The NIB responds with data acknowledge.

A4142 Read SCB Status Data To Host handles the function of
transferring the status data. After requesting the bus, the host uses
the parallel port controls read, data, and data strobe to step through
MNIB memory and read the status data. Data is transferred to the host,
and the NIB responds with data acknowledgements.

Again, execution is in the order A4141, A4142.
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A412 Prepare SCB Start RU

Abstract: This diagram decomposes the activity Prepare SCB Start RU
into its major functions.

Prepare SCB Start RU enables the NIB to receive and store in NIB
memory an incoming data packet. The command to start the Receive Unit
(RU) of the 82586 is placed in the System Control Block (SCB), and
channel attention is applied by the host to start the RU. Execution of
activities A4121, A4122, and A4123 is sequential as implied by their
positioning from upper left to lower right. The host must monitor bus
available while transferring commands and data to and from the HIB.
Should the 82585 take over the bus, the host can either save its state
and continue the interrupted activity later, or start the interrupted
activity over. Therefore, bus available is shown as a control input
and an output from activities A4121 and A4122.

Ad121  Specify SCB Address performs the same function as activity
A213. The only difference is that the activity may have to be repeated
or continued later if the 82586 takes over the NIB bus during its
execution.

A4122 Load SCB Data Structure performs the same function as
activity A214, The only difference is that the activity may have to be
repeated or continued later if the 82586 takes over the NIB bus during
its execution.

A4123  Start RU handles the starting of the 82586 RU. The RU is
started by the host applying channel attention to the NIB, using the
SCB prepared in activity A4122. The NIB does not control the bus
during this activity.

Again, the order of execution is A4121, A4122, A4123.
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A411 Prepare Reception Data Structures

Abstract: This diagram decomposes the activity Prepare Reception Data
Structures into its major functions.

Prepare Reception Data Structures Prepare Reception Data
Structures handles the preparation of the Receive Frame Descriptor
(RFD) and the Receive Buffer Descriptor (RBD) for an incoming data
packet. Execution of A4111, A4112, A4113, and Ad114 is sequential as
implied by their positioning from upper left to lower right. The host
must monitor bus available while transferring commands and data to and
from the NIB. Should the 82586 take over the NIB bus, the host can
either save its state and continue the interrupted activity later, or
start the interrupted activity over. Therefore, bus gvailable is shown
as a control input and an output from every activity.

A4111  Specify Receive Frame Descriptor Address performs the same
function as activity A32131. The only difference is that the activity
may have to be repeated or continued later if the 82586 takes over the
NIB bus during its execution.

A4112 Load Receive Frame Descriptor Data Structure performs the
same function as activity A32132. The only difference is that the
activity may have to be repeated or continued later if the 82586 takes
over the NIB bus during its execution.

A4113  Specify Receive Buffer Descriptor Address performs the
same function as activity A32133. The only difference is that the
activity may have to be repeated or continued later if the 82536 takes
over the HIB bus during its execution.

Ad114  Load RBD Data Structure performs the same function as
activity A32134. The only difference is that the activity may have to
be repeated or continued later if the 82586 takes over the HIB bus
during its execution.

Again, execution is in the order A4111, A4112, A4113, Ad4114,
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A41 Receive Network Data

Abstract: This diagram decomposes the activity Receive Network Data
into its major functions.

Receive Network Data is accomplished in three steps. First, the
host must prepare the reception data structures and start the 82586
Receive Unit (RU). Second, data must be received. Third, the System
Control Block (SCB) status word must be examined by the host to ensure
correct reception. Activities A411, A412, A413, A414, and A415
accomplish these three functions, and their execution is sequential as
implied by their positioning from upper left to lower right. Note,
however, that A413 may preempt the execution of another activity since
data reception has highest priority. The host must monitor bus
available vhile transferring commands and data to and from the NIB.
Should the 82586 take over the bus, the host can either save its state
and continue the interrupted activity later, or start the interrupted
activity over. Thercfore, bus available is shown as a control input
and an output from activities A411, A412, A414, and A415.

A411  Prepare Reception Data Structures performs the same
function as activity A3213. The only difference is that the activity
may have to be repeated or continued later if the 82586 takes over the
HIB bus during its execution.

A412  Prepare SCB Start RU enables the HIB to receive data from
the network. After requesting the available bus, the host uses
parallel port controls to input commands and data for executing this
activity. The NIB responds with data acknowledgements while accepting
commands and data. Note that the interrupt from a previous activity
must be acknowledged before the RU is enabled. The RU is enabled by
the host applying channel attention.

A413  (Receive Data) is an activity performed by the 82586 RU,
and does not involve the host. It is included here only for
completeness. When the 82586 detects an incoming data packet, it takes
over the bus, receives the packet, and outputs an interrupt to notify
the host of the reception.

Ad414  Transfer SCB Status To Host transfers the status of the
reception to the host for verification of correctness. After
requesting the available bus, the host uses parallel port controls to
input commands and data for executing this activity. The NIB responds
with data acknowledgements. The result is the transfer of the status
data to the host.

A415 Transfer Received Data To Host moves the received data from
NIB memory to host memory. After requesting the available bus, the
host uses parallel port controls to input commands and data for
executing this activity. The NIB responds with data acknowledgements,
and the received data is transferred to the host.

Again, the order of execution is A411, A412, A413, A414, AA1S.
Note, however, that A413 has priority.
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A4 Receive/Transmit Data

Abstract: This diagram decomposes the activity of Network Data
Exchange into its major functions.

Network Data Exchange is composed of activities which perform the
transmission and reception of data over the network. The two
activities Receive Hetwork Data and Transmit Metwork Data are the
real-time activities occurring during a simulation. One or the other
may be active, but not simultaneously. Furthermore, activity Receive
Network Data is of higher priority, such that if Transmit Network Data
is active vihen data needs to be received, Transmit tetwork Data will be
interrupted and completed at a later time. The means by which this is
accomplished is through the bus available line. The host must monitor
bus available while transferring commands and data to and from the HIB.
Should the 82586 take over the bus, the host can either save its state
and continue the interrupted activity later, or start the interrupted
activity over. Therefore, bus available is shown as a control input
and an output from both activities. The interrupt output from each
activity is typically the result of the host setting the interrupt bit
in a command to the 82586, or, in the case of activity A41, it could be
the result of a data reception. However, the interrupt could also be
from an error. In any case, the interrupt must be acknowledged, and is
shown as a control input.

A41  Receive Network Data performs the task of data reception.
After requesting the bus, the host uses parallel port controls to input
commands and data from the host. The HIB responds with parallel port
controls while accepting commands and data. The host starts command
execution by applying channel attention, and the NIB signals an
interrupt when finished with the command, and after data reception.

The data is then transferred to the host.

Ad42 Transmit Network Data performs the task of data
transmission. After requesting the bus, the host uses parallel port
controls to input commands and data from the host. The NIB responds
with parallel port controls while accepting commands and data. The
host starts command execution by applying channel attention, and data
is transferred to the network. The NIB signals an interrupt when
finished with execution. Finally, the Transmit command status word is
transferred to the host to verify correct transmission.

Again, operation of the simulation switches between these two
activities, with data reception having priority.
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1
i‘ A A421 Construct Transmit CBL
r :

Abstract: This diagram decomposes the activity Construct Transmit CBL
F( into its major functions.

Construct Transmit CBL handles the preparation of the Command
Block List (CBL) containing one or more Transmit commands. Execution
of activities A4211 and A4212 is sequential as implied by their
positioning from upper left to lower right. The host must monitor bus
available while transferring commands and data to and from the HIB.
Should the 82586 take over the NIB bus, the host can either save its
state and continue the interrupted activity later, or start the
interrupted activity over. Therefore, bus available is shown as a
control input and an output from both activities.

A4211  Specify CBL Address performs the same function as activity
A211. The only difference is that the activity may have to be repeated
or continued later if the 82585 takes over the NIB bus during its
execution.

AM212  Load Transmit Commands In CBL handles the loading of one
or more Transmit commands in a CBL which, when executed, will transmit
data over the netuork. After requesting the available bus, the host
loads the Transmit command parameters shown (according to the Transmit
command data structure) into the CBL via the parallel port controls
write, data, and data strobe. The 82586 responds with
acknowledgements.

Again, the order of execution is A4211, A4212.
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A422 Prepare Transmission Data Structures

Abstract: This diagram decomposes the activity Prepare Transmission
Data Structures into its major functions.

Prepare Transmission Data Structures handles the preparation of
the Transmit Buffer Descriptor (TBD) and the Data Buffer containing the
data to be transmitted. Execution of A4221, A422z, A4223, and A4224 is
sequential as implied by their positioning from upper left to lower
right. The host must monitor bus available while transferring commands
and data to and from the NIB. Should the 82586 take over the NIB bus,
the host can either save its state and continue the interrupted
activity later, or start the interrupted activity over. Therefore, bus
available is shown as a control input and an output from every
activity.

A4221  Specify Transmit Buffer Descriptor Address performs the
same function as activity A32121. The only difference is thct the
activity may have to be repeated or continued later if the 82586 takes
over the KID bus during its execution.

A4222 Load Transmit Buffer Descriptor Data Structure performs
the same function as activity A32122. The only difference is that the
activity may have to be repeated or continued later if the 82586 takes
over the HIB bus during its execution.

A4223  Specify Data Buffer Address performs the same function as
activity A32123. The only difference is that the activity may have to
be repeated or continued later if the 82586 takes over the NIB bus
during its execution.

A4224  Load Data Buffer performs the same function as activity
A32124. The only difference is that the activity may have to be
repeated or continued later if the 82586 takes over the NIB bus during
its execution.

Again, the order of execution is A4221, A4222, A4223, A4224,
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A423 Prepare SCB And Execute Transmit

}‘ Abstract: This diagram decomposes the activity Prepare SCB And Execute

d Transmit into its major functions.

@ Prepare SCB And Execute Transmit handles the preparation of the

4 System Control Block (SCB) in anticipation of executing the Transmit :

i command CBL of activity A421. Execution of activities A4231, A4232,

and A4233 is secuential as implied by their positioning from upper left

g to lower right. The host must monitor bus available while transferring .
3
1

! commands and date to and from the NIB. Should the 82586 take over the
- NIB bus, the host can either save its state and continue the
interrupted activity later, or start the interrupted activity over.
Therefore, bus available is shown as a control input and an output from
every activity.

A4231  Specify SCB Address performs the same function as activity
A213. The only difference is that the activity may have to be repeated
or continued later if the 82586 takes over the NIB bus during its
execution.

A4232 Load SCB Data Structure performs the same function as
activity A214. The only difference is that the activity may have to be
repeated or continued later if the 82586 takes over the NIB bus during
its execution. :

A4233  Perform Transmit Command is the execution of the Transmit
command CBL by the 82586. It is begun by the host applying channel
attention to the NIB. The NIB responds with an interrupt when command
execution is completed (if the I bit is set in the Transmit command).
The end result is the transmission of the data over the network.

Again, the order of execution is A4231, A4232, A4233.
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A424 Transfer Transmit Command Status To Host
- Abstract: This diagram decomposes the activity Transfer Transmit
'l Command Status To Host into its major functions.

Transfer Transmit Command Status To Host handles the movement of
the Transmit command status word from NIB memory to host memory.

, Execution of A4241 and A4242 is sequential as implied by their
- positioning from upper left to lower right. The host must monitor bus
' available while transferring commands and data to and from the NIB.
Should the 82586 take over the bus, the host can either save its state
and continue the interrupted activity later, or start the interrupted
activity over. Therefore, bus available is shown as a control input
and an output from activities A4241 and A4242.

A4241  Specify Start Address Of Transmit Command Status Data is
performed by the host prior to transferring the Transmit Command status
word to the host. After requesting the available bus, the host applies
the start address of the Transmit command status word to the parallel
port via the write and address controls. The HIB responds with data
acknovledge.

A4242 Read Transmit Command Status Data To Host handles the :
function of transferring the status data. After requesting the bus, .
the host uses the parallel port controls read, data, and data strobe to .

step through N1B memory and read the status data. Data is transferred
to the host, and the NIB responds with data acknowledgements. |
Again, execution is in the order A4241, A4242. 1
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A5 Diagnose NIB Errors

Abstract: This diagram decomposes the activity Error Diagnostics into
its major functions.

Error Diagnostics is composed of activities which transfer
critical data from the NIB to the host to determine the cause of
errors. Although the order of execution is implied by their positions
in the diagram, activities A51, A52, and A53 can be executed in any
order. However, the order shown is recommended as the information
obtained goes from specific to general across activity A5. The bus
available output from each activity is an indication as to whether or
not the 82586 has taken control of the NIB bus. During the activity
Diagnose HIB Errors, the 82586 does take control of the bus during
command execution (A53), but the host is not actively asking for the
bus at this time, so there is no contention problem.

A51  Transfer SCB Status To Host transfers the System Control
Block (SCB) status word to the host for analysis. After requesting the
bus, the host uses parallel port controls to input commands and data
for executing this activity. The NIB responds with data
acknowledgements. The result is the transfer of the status data to the
host.

A52 Transfer Command Status To Host transfers the status word of
the command experiencing the error to the host for analysis. After
requesting the bus, the host uses parallel port controls to input
commands and data for executing this activity. The NIB responds with
data acknowledgements. The result is the transfer of the status to the
host.

A53  Perform Dump Status executes the 82586 Dump Status command.
After requesting the bus, the host uses parallel port controls to input
commands and data for executing this activity. The host must also
acknowledge the interrupt (shown as a control input) that was generated
by the NIB upon completion of a previous activity. The NIB responds
with parallel port controls while accepting commands and data. The
hnst starts command execution by applying channel attention, and the
NIB signals an interrupt when finished with command execution. The
interrupt output is typically the result of the host setting the
interrupt bit in the command to the 82586, although it could be the
result of an error. For either reason, the interrupt must be
acknowledged by the host before the next activity prompted by a channel
attention can be completed.

Again, the recommended order of execution is A51, A52, AS53.
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A51 Transfer SCB Status To Host

Abstract: This diagram decomposes the activity Transfer SCB Status To
Host into its major functions.

Transfer SCB Status To Host handles the movement of the System
Control Block (SCB) status word from NIB memory to host memory.
Execution of AS11 and A512 is sequential as implied by their
positioning from upper left to lower right. The bus available output
from both activities is an indication as to whether or not the 82580
has taken contrcl of the MNIB bus. During activity Transfer SCB Status
To Host, the 82586 does not ever take control, so there is no
contention problem.

A511  Specify Start Address Of SCB Status Data is performed by
the host prior to transferring the SCB status word to the host. After
requesting the available bus, the host applies the start address of the
SCB status word to the parallel port via the write and address
controls. The HIB responds with data acknowledge.

A512 Read SCB Status Data To Host handles the function of
transferring the status data. After requesting the bus, the host uses
the parallel port controls read, data, and data strobe to step through
NIB memory and read the status data. Data is transferred to the host,
and the NIB responds with data acknowledgements.

Again, execution is in the order A511, Ab512.
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A52 Transfer Command Status To Host

Abstract: This diagram decomposes the activity Transfer Command Status
To Host into its major functions.

Transfer Command Status To Host handles the movement of the
command status word of the command in error from NIB memory to host
memory. Execution of A521 and A522 is sequential as implied by their
positioning from upper left to lower right. The bus available output
from both of these activities is an indication as tc whether or not the

82586 has taken control of the MIB bus. During the activity Transfer .
Command Status To Host, the 82586 does not ever take control, so there T
is no contention problem. E
A521  Specify Start Address Of Command Status Data is performed :
by the host prior to transferring the cormand status word to the host.
After requesting the bus, the host applies the start address of the a
command status word to the parallel port via the write and address 3
controls. The NIB responds with data acknowledge.
A522 Read Command Status Data To Host handles the function of
transferring the status data. After requesting the bus, the host uses -
the parallel port controls read, data, and data strobe to step through g
NIB memory and read the status data. Data is transferred to the host, B
and the HIB responds with data acknowledgements. 7
Again, execution is in the order A521, A522.
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A53 Perform Dump Status

Abstract: This diagram decomposes the activity Perform Dump Status
into its major functions.

Perform Dump Status is composed of activities which set up and
execute the 82586 Dump Status command and transfer the results to the
host. The order of execution of activities A531 and A532 is sequential
as implied by their positioning from upper left to lower right.

A531  Execute 82586 Dump Status performs a dump into NIB memory
of the contents of various 82586 registers. After requesting the bus,
the host uses parallel port controls to input commands and data for
executing this activity. The host must also acknowledge the interrupt
(shown as a control input) that was generated by the NIB upon
completion of a previous activity. The HIB responds with parallel port
controls while accepting commands and data. The host starts command
execution by applying channel attention, and the MIB signals an
interrupt when finished with execution. The bus available output from
this activity is an indication as to whether or not the 82586 has taken
control of the NIB bus. During the activity Execute 82586 Dump Status,
the 82586 does take control of the bus during command execution.
However, the host is not actively asking for the bus at this time, so
there is no contention problem. The interrupt output from this
activity is typically the result of the host setting the interrupt bit
in the ccmmand to he 82586, although it could be the result of an
error. For either reason, the interrupt must be acknowledged by te
host before he next activity prompted by a channel attention can be
completed.

A532 (Identical to activity A312)

Again, the order of execution is A531, AS532.
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A531 Execute 82586 Dump Status

Abstract: This diagram decomposes the activity Execute 82586 Dump
Status into its major functions.

Execute 82586 Dump Status requires the host to create in NIB
memory a Command Block List (CBL) containing the Dump Status command.
The 82586 System Control Block (SCB) is then prepared so that, when
channel attention is applied, the 82586 knows to execute the Dump
Status command. Execution of A5311, A5312, A5313, A5314, and A5315 is
sequential as implied by their positioning from upper left to lower
right. The bus available output from each activity is an indication as
to whether or not the 82586 has taken control of the MIB bus. During
the activity Execute 82586 Dump Status, the 82586 does take control as
it executes the command. However, the host is not actively asking for
the bus at this time, so there is no contention problem.

A5311  (lIdentical to activity A211)

A5312 Load Dump Status Command In CBL loads the Dump Status
commnand paramcters shown as inputs into the CBL located by activity
A5311. After requesting the bus, the host loads the Dump Status
conmand pararmeters (according to the Dump Status command data
structure) into the CBL via the parallel controls write, data, and data
strobe. The 82586 responds with data acknowledgements.

A5313 (Identical to activity A213)

A5314  (Identical to activity A214)

A5315 Perform Dump Status Command is the execution of the Dump
Status command by the 82586. It is begun by the host applying channel
attention to the HNIB. The NIB responds with an interrupt when command
execution is completed (if the I bit is set in the Dump Status CBL).

Again, the order of execution is A5311, A5312, A5313, A5314,
A5315.
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A532 Transfer Results To Host

Abstract:

This activity performs the same function as activity A312,
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TABLE D.2

Glossary/Data Dictionary

ACK - Acknowledgement bits set by the host in the System Control
Block.
ACT-COUNT - Indicates the number of bytes that hold information for

the current buffer.

Address - The parallel port control specifying that an address is on
the 16 bidirectional lines.

ALNERRS - The number of misaligned frames discarded because of CRC
errors, initialized to zero by the host, updated by the 82586,

B - Indicates when set chat the 82586 is currently executing the
command.

BD-PTR -~ The pointer to the Buffer Descriptor.

Buffer Address - The starting address of the memory area that contains
the data to be sent.

Bus Available - Signal to the host indicating the availability of the
NIB bus.,

Bus Request - Signal to the NIB indicating the host wants control of
the NIB bus.

Busy -~ Indicates that the 82586 is being initialized.

Byte Count - The number of bytes in the configure command to be
changed.

C - Indicates the execution status of a command; set following

execution.

CBL Address - The address of the Command Block List.
CBL Offset - The offset portion of the Command Block list address.
Channel Attention - Signal applied to the NIB by the host to execute

commands in a Command Block list.
CMD - The command opcode.

Commands And Data From Host - Information supplied to the NIB from the
host necessary for activity execution.
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TABLE D.2 .

Glossary/Data Dictionary (Continued) .

Configuration - The process of tailoring the 82586 for the »

application,

Configuration Parameters - The parameters in the Configure command
allowing the 82586 to be tailored to the application.

) R

Configure For Internal Loopback - The Configure command set for
internal loopback.

Configure For Fxternal Loopback - The Configure command set for
external loopback.

[, BUCRSITISEWe.

CRCERRS - The number of aligned frames discarded because of CRC
errors, initialized to zero by the host, updated by the 82586.

CUC - The opcode command to the Command Unit in the System Control
Block.

4

Data =~ The parallel port control specifying that data is on the 16 Q
bidirectional lines. y

Data Acknowledge - A parallel port control having a dual purpose. In ’

e the read mede, it asserts a pulse while the NIB holds the data J
- valid. In the write mode, it’s pulse acknowledges receipt of the »
data or address. 1
bData From Network - Information received from the network side of the
NIB.

Data Strobe - The data synchronization strobe having a dual purpose. .‘i
In the read mode, it signals the NIB to output the data at the next "1
sequential address. In the write mode, it signals the NIB to .
strobe in the data on the bus into the present memory address g
location and then increment the address to the next sequential 3
location. g

1
»

Data To Be Transmitted - Data to be transmitted over the network, j

Data To Host - Information sent to the host from the NIB. b

Data To Network =~ Information sent to the network from the NIB. ,q

Destination Address - The address to which data is to be sent, P

EL - 1Indicates when set that the command is the last on the CBL. ﬂ

i
o
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TABLE D.2

Glossary/Data Dictionary (Continued)

EOF - 1Indicates when set that the TBD ig the last associated with the
frame being transmitted.

Error Diagnostics -~ The process of determining the cause of an error
which occurred during System Diagnostics or network Data Exchange.

F - 1Indicates when set that the RBD has already been used.

I - 1Indicates when set that the 8258 will generate an interrupt after
execution of the command is completed.

Individual Address - The unique address by which the NIB will be
recognized.

Initialization - The process of initializing the 82586 and getting it
to a standard state.

Interrupt - Signal to the host indicating one or more of the following:

the command just eXecuted has the interrupt bit set; a data
packet has been received; the 82586 Receive Unit is not
ready; the 82586 Command Unit is not ready.

ISCP Address - The address of the 82586 Intermediate System Control
Pointer.

Link Address - A pointer to the next command on the CBL.

Multicast Addresses - The multicast addresses by which the NIB will be

recognized.

Network Data Exchange - The real-time process of receiving and
transmitting data over the network.

Next BD Address - The offset portion of the address of the next TBD on
the TBD list.

OVRNERRS - The number of frames that are known to be lost due to a
lack of local system bus availability, set to zero by the host,
updated by the 82586,

Parallel Port Control From Host - Handshaking communication controls
to enable data transfer between the host and the NIB,

RBD Address - The address of the Receive Buffer Descriptor.
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TABLE D,2
Glossary/Data Dictionary (Concluded)
Read - The parallel port control specifying data is to be read from the
NIB.

Reset - Signal applied by the host to terminate activities, just prior
to initialization,

RFA Offset - The offset portion of the Receive Frame Area address.
RFD Address - The address of the Receive Frame Descriptor.
RSCERRS - The number of good frames discarded because there were no

resources to receive them, initialized to zero by the host, updated
by the 82586,

RUC - The opcode command to the 82586 Receive Unit in the System
Control Block.

S - 1Indicates when set that the 82586 Commaud Unit should be suspended
following execution of the current command.

SCB Address - The SCB base address,
-\
SCB Base - The base portion of the System Control Block address.
SCB Offset - The offset portion of the System Control Block address,

SCP Address - The address of the 82586 System Configuration Pointer.

Start Address Of Data - The starting address in NIB memory of data to
be examined by the host.

Sysbus -~ The word size the 82586 will use for transfers (8 or 16 bits).

System Diagnostics - The process of checking the NIB for correct
operation.

TBD Address - The address of the Trasmit Buffer Descriptor.

Type Field - A user-defined data field, typically used to indicate the
type of data contained in a packet.

Write - The parallel port control specifying data is to be written to
the NIB,
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